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Dynamic Control of Rotating 
Stall in Axial Flow Compressors 
Using Aeromechanical Feedback 
Dynamic control of rotating stall in an axial flow compressor has been implemented 
using aeromechanical feedback. The control strategy developed used an array of wall 
jets, upstream of a single-stage compressor, which were regulated by locally reacting 
reed valves. These reed valves responded to the small-amplitude flow-field pressure 
perturbations that precede rotating stall. The valve design was such that the combined 
system, compressor plus reed valve controller, was stable under operating conditions 
that had been unstable without feedback. A 10 percent decrease in the stalling flow 
coefficient was obtained using the control strategy, and the extension of stable flow 
range was achieved with no measurable change in the steady-state performance of the 
compression system. The experiments demonstrate the first use of aeromechanical 
feedback to extend the stable operating range of an axial flow compressor, and the 
first use of local feedback and dynamic compensation techniques to suppress rotating 
stall. The design of the experiment was based on a two-dimensional stall inception 
model, which incorporated the effect of the aeromechanical feedback. The physical 
mechanism for rotating stall in axial flow compressors was examined with focus on 
the role of dynamic feedback in stabilizing compression system instability. As predicted 
and experimentally demonstrated, the effectiveness of the aeromechanical control strat
egy depends on a set of nondimensional control parameters that determine the interac
tion of the control strategy and the rotating stall dynamics. 

1.0 Introduction and Background 

The operating range of turbomachinery compression systems 
is generally limited at low mass flow rates by the onset of 
fluid dynamic instability. The disturbances that result from such 
instabilities are generally categorized in one of two broad 
classes of instabilities: surge or rotating stall. Surge is an essen
tially one-dimensional instability characterized by oscillations 
in compressor annulus-averaged mass flow and pressure rise 
extending through the entire compression system. Rotating stall 
is a two- or three-dimensional disturbance in which regions of 
low, or reversed, mass flow (termed stall cells) rotate about the 
annulus of the compressor. Both forms of instability degrade 
compression system performance and durability (Greitzer, 
1981) and are thus to be avoided; the conventional approach 
for accomplishing this is to operate the system a safe margin 
from the instability onset point, thereby sacrificing pressure rise 
capability and possibly efficiency. 

Recently, a new approach to alleviate the constraints imposed 
by compression system instabilities was proposed by Epstein 
et al. (1989). In this, the stable flow range of the compression 
system is extended by suppressing instabilities such as rotating 
stall and surge using dynamic feedback. The view taken is that 
fully developed rotating stall and surge are large-amplitude, 
limit cycle oscillations of initially small amplitude instabilities 
(Moore and Greitzer, 1986). Using feedback to modify the 
small-amplitude system dynamics and ensure stability, the flow 
rate at which rotating stall or surge occurs can be reduced, 
extending the machine's useful operating range. Further, since 
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control of the instabilities is enacted while disturbances are 
small, the power required to stabilize the compression system 
is also small, typically more than two orders of magnitude below 
the steady-state power level. 

Since this concept was first presented, several researchers 
(Ffowcs Williams and Huang, 1989; Gysling e ta l , 1991; Simon 
et al., 1993) have used feedback control to stabilize the one-
dimensional surge instability and validate the basic idea, but 
there has been much less work on stabilizing rotating stall. The 
first successful attempt to extend the stable flow range of an 
axial flow compressor using feedback was carried out by Day 
(1993) on a low-speed, multistage compressor. The method 
used was based on sensing small-amplitude perturbations in 
axial velocity. When the perturbations reached a predetermined 
amplitude, an array of injection valves were opened to inject a 
small amount (1 percent of the mean flow or less) of high-
pressure fluid into the tip region of the rotor. 

Paduano et al. (1993), working with a single-stage, axial 
flow compressor, used feedback control to directly modify the 
small amplitude rotating stall dynamics of the compression sys
tem and hence extend the stable flow range. The control strategy 
employed a description of the perturbation velocity field as a 
summation of spatial Fourier modes. A spatial array of twelve 
movable inlet guide vanes, located around the annulus at the 
face of the compressor, was used to actuate individual spatial 
modes, with actuation based on the magnitude and spatial phase 
of the harmonics of the axial velocity perturbation sensed by a 
spatial array of hot wires. To implement the feedback, a high
speed digital computer was used to perform real-time, spatial 
Fourier decomposition of the flow field. Paduano's results, fol
lowed by similar results of Haynes (1994) on a multistage 
compressor, gave clear demonstration that control strategies de
signed to alter the small amplitude dynamic compressor re
sponse could extend the stable flow range, closely in line with 
the concepts presented by Epstein et al. (1989). 
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2.0 Objectives and Scope of the Present Study 
The experiments of Day (1993), Paduano et al. (1993), and 

Haynes (1994) were successful proof-of-concept demonstra
tions of active stabilization of rotating stall in axial flow com
pressors. However, a number of issues remain unresolved, not 
only in development and implementation of control strategies, 
but also of a basic fluid dynamic nature. 

The primary objective of the present research was to develop 
and experimentally demonstrate a strategy to stabilize rotating 
stall in axial flow compressors using aeromechanical feedback. 
This is differentiated from the previous control strategies which 
have been based on electromechanical implementation of feed
back and which have required external real time computation 
and high bandwidth sensors and actuators. Aeromechanical con
trol has several potential advantages, including stabilization 
without external input, and the elimination of the need for sen
sors and actuators. 

An additional important difference with previous control 
schemes is that the present strategy is based on locally reacting 
feedback. Sensors and actuators are colocated, so that the local 
unsteady pressure rise versus mass flow performance of the 
compression system is modified. The approach can thus be con
trasted with previous efforts based on control of the different 
spatial modes (Paduano et al., 1993; Haynes et al., 1994). 

In the next section, an outline of the analysis for stability of 
the compressor flow field is presented. From the results, the 
physical mechanism responsible for rotating stall is interpreted, 
and the role of dynamic feedback in stabilizing the flow field is 
discussed as motivation for the present aeromechanical control 
strategy. Modeling of the effect of the aeromechanical control 
strategy on the rotating stall dynamics is also described. The 
design of a facility based on this analysis is then addressed, 
followed by discussion of the results of experiments carried 

out to evaluate the performance of the aeromechanical control 
strategy as well as to examine the key physical mechanisms 
associated with the enhanced stability. Finally, conclusions are 
offered that relate this work to the general goal of stabilizing 
rotating stall in axial flow compressors. 

3.0 Overall Features of Compression System Insta
bility and the Role of Dynamic Feedback 

The basic description of the behavior of small-amplitude per
turbations about a steady, uniform flow field was first developed 
by Moore (1984) with additional contributions to the model 
presented by Moore and Greitzer (1986). The model predicts 
that there is a critical condition at which small d i s t i l "ices 
will grow (initially exponentially) into large-amplitude ating 
stall. Stability of the flow field is thus governed by the linearized 
compression system dynamics. 

3.1 Stability of the Basic Compression System. The 
modeling of the basic compression system is more or less stan
dard and can be found elsewhere (e.g., Moore, 1984; Moore 
and Greitzer, 1986; Gysling, 1993). We summarize only the 
relevant results needed for the subsequent discussion. For the 
problem as posed, the stability of the individual spatial Fourier 
harmonics is uncoupled and stability can be assessed on a har
monic by harmonic basis. The solutions are expressed in travel
ing wave form, e"

1(8~<rr)
; where the time dependence is given 

by the eigenvalues, a. The values of a are found to be (Moore, 
1984) 

i —— + n\ 
<9$ 

(1) 
4 + «/x 
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sure) compressor characteristic and X and \i are parameters 
representing the inertia of the fluid in the compressor. 

The imaginary part of the eigenvalue determines the growth 
rate of the traveling disturbances and the real part of the eigen
value determines the rotation rate. The growth rate is given by: 

growth rate = 
3$ 

4 + nfj. 
(2) 

In this simple description, the stability boundary of each spatial 
harmonic occurs at the peak of the total to static pressure rise 
characteristic, <9"3>/<9<3> = 0. At neutral stability, the disturbances 
are traveling waves with nondimensional rotational speed equal 
to « \ / ( 4 + nix). 

The individual compression system parameters thus play the 
following roles in the predicted disturbance behavior: 

1 The slope of the compressor characteristic, dty/d$, deter
mines the stability of the compression system. 

2 The inertial parameters (\ and n) affect the growth (or 
decay) rate and the rotational speed of the perturbations, 
but have no direct influence on system stability. 

3.2 Mechanism for Instability. Transition of the axisym-
metric flow field into large-amplitude rotating stall is a self-
excited oscillation, and it is useful to discuss rotating stall dy
namics in terms of the energy balances needed to maintain this 
oscillation. For a given oscillatory disturbance, if the system 
generates net averaged mechanical energy, compared to the 
value in a uniform steady flow, the disturbance will grow, 
whereas if the system dissipates energy, the disturbance will 
decay (Den Hartog, 1956). 

A quantity related to the rate of net energy input by the 
compressor for a perturbation in flow is the product of the 
pressure rise perturbation, <5\P, and the axial velocity perturba
tion, 6ej), integrated over the annulus: 

SE = j 6<H8<j>dA 
v annulus 

(3) 

Justification and detailed discussion of this is given in Gysling 
(1993). The relation between the perturbations in pressure rise 
across (Sty), and flow oscillations through (S(j>), the compres
sor can be expressed in terms of a compressor transfer function, 
M(s), defined as 

M(s) = — f f = Real(M(i)) + i Imag(M(*)) (4) 

Examination of Eq. (3) shows that only the component of 
pressure rise in phase with the axial velocity perturbation, i.e., 
only the real part of the compressor transfer function, affects 
the unsteady energy production, and hence, the stability of the 
system. The sign of the real part of the compressor pressure 
rise versus mass flow transfer function thus determines whether 
the compressor produces or dissipates perturbations in mechani
cal energy. 

For examining the stability of a variety of compression sys
tems, a useful approximation is that the real part of the compres
sor transfer function is independent of frequency and is given 
solely by the slope of the steady-state compressor characteristic, 
although it is emphasized that the specific model adopted does 
not affect the general conclusion. For positive slopes, the com
pressor produces a net flux of energy leading to growing distur
bances; for negative slopes, perturbations in mechanical energy 
are dissipated in the compressor and disturbances decay. 

3.3 Role of Dynamic Feedback. From either an energy 
balance or a linear stability analysis (Gysling, 1993), it is seen 
that the component of compressor pressure rise perturbation in 
phase with the mass flow perturbation, i.e., the real part of the 
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Fig. 1 Schematic of dynamic mass/momentum injection 

compressor pressure rise versus mass flow transfer function, 
plays a dominant role in determining compression system stabil
ity. Use of feedback allows modification of the real part of the 
transfer function so it is no longer determined solely by the 
steady-state compressor characteristic slope. The stability of the 
system can thus be enhanced while the steady (mean) perfor
mance remains unaltered. From this point of view, the role of 
an effective feedback control strategy for suppressing rotating 
stall (or indeed any compressor instability) is modification of 
the real part of the pressure rise versus mass flow transfer func
tion. 

3.4 Aeromechanical Feedback Strategy. To illustrate 
the concept and to motivate the present aeromechanical control 
strategy, consider the configuration shown in Fig. 1. In this 
strategy, termed dynamic mass/momentum injection, an auxil
iary injection plenum is fed by a high-pressure air source so 
that high-momentum fluid is injected upstream of the compres
sor. The amount of fluid injected at a given circumferential 
position is governed by a circumferential array of reed valves, 
which react locally to perturbations in the static pressure up
stream (SPsu) of the compressor. The cantilevered reed valves 
are designed such that deflection upward allows an increase of 
flow to be injected, whereas downward deflection decreases the 
amount of the injection. 

The stabilizing mechanism introduced by the proposed aero
mechanical control strategy can be qualitatively understood as 
follows. Consider a disturbance to an initially steady, axisym-
metric flow, which causes a small decrease in axial velocity in 
one region of the compressor annulus. In this region, the static 
pressure in the potential flow field upstream of the compressor 
will increase.1 The increase in static pressure deflects the reed 
valves in that region, increasing the amount of high-momentum 
fluid injected and, hence, the local mass flow and pressure rise 
across the compressor. The net result is an increase in pressure 
rise across the compressor in the region of decreased axial 
velocity. The feedback thus serves to add a negative component 
to the real part of the compressor pressure rise versus mass flow 
transfer function. 

The effect of the aeromechanical feedback on unsteady com
pressor pressure rise versus mass flow performance is shown 
schematically in Fig. 2. With feedback, the effective slope of 
the compression system no longer follows the quasi-steady com
pressor characteristic, but is determined by the combined influ
ence of compressor performance and feedback, so the region 
of stable flow is increased. 

' This statement neglects the effect of unsteadiness in the upstream flow field 
but, as shown in detail in the analysis, this is not of primary importance. 
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4.0 Fluid and Structural Model for Assessment of 
Aeromechanical Control 

4.1 Fluid Dynamics. To assess whether the qualitative 
concepts given above can be translated into a useful strategy, 
a quantitative analysis is necessary. We sketch out here the 
steps leading to the eigenvalue analysis for the conditions at 
which instability can occur. Details of the derivation are given 
by Gysling(1993). 

Modeling the injection of high-momentum fluid into the up
stream flow field and deducing the effect on compressor perfor
mance is a complex problem but fortunately we need only a 
basic description for the problem of interest. In the approach 
presented, the jets are assumed to mix radially before entering 
the compressor. The conceptual model for the injection process 
is shown in Fig. 3; further comments on the approach are given 
subsequently. 

The jets create a change in the spanwise-averaged static pres
sure, total pressure, and mass flow in the injection region, which 
is a function of the local reed valve area. To assess such changes, 
the injection region can be modeled as a two-dimensional actua
tor disk. Pressure rise and mass flow boundary conditions across 
the injection region are derived by conserving mass and momen
tum across the injection region. If the total pressure at which 
the fluid is injected is constant and the amount of fluid injected 
is small compared to the mass flow through the compressor, 
the following linearized relations for the spanwise total pressure 
and axial velocity perturbations on upstream and downstream 
sides of the injection region can be derived: 

6ptt-6plu = 2*l($l -$u)6q 

6<j>b = <5<£„ - <&,6q 

(5) 

(6) 

If we assume that the reed valves are only a short distance 
upstream of the compressor compared to the length scale of the 
disturbances, the description of the effect of injection (on the 
compression system dynamics) can be further simplified by 
combining the actuator disks for the compressor and for the 
injection region. Doing this leads to the matching conditions, 
which relate perturbation variables upstream of the injection 
region and downstream of the compressor. These can be written 
as: 
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Fig. 3 Conceptual model for dynamic mass/momentum injection 

6<j>u + %6q = 6<j>d ( 7 ) 

Pressure Rise Across the Region: 

- ^ ^ + 2 $ , ( $ , . -®u)8q (8) 
at 

Constant Flow Angle at Compressor Exit: 

6vd = 0 (9) 

All perturbation variables are of the form e"'<-e-<TT\ 

4.2 Structural Feedback. It is the response of the reed 
valves to the local static pressure perturbations in the upstream 
flow field that provides the feedback. The reed valves are mod
eled in a first cantilevered bending mode as single-degree-of-
freedom, mass-spring-damper systems. The nondimensional, 
second-order equation that describes the reed valve dynamics 
is given by: 

0 + 2 e cf+ e^ = i ^ (10) 

where Q is the reed natural frequency normalized by rotor fre
quency, £ is the critical damping ratio of the reed valves, and W 
is the nondimensional reed mass parameter. The static pressure 
acting on the reed valves is taken to be the static pressure in 
the flow field upstream of the injection region, i.e., the reed 
valves are modeled as short axially compared to the length 
scale of the disturbances, so the pressure perturbation at the 
compressor face acts over the entire reed. 

4.3 Stability Analysis With Aeromechanical Feedback. 
Matching the flow fields across the actuator disk (Gysling, 
1993) leads to the following eigenvalue problem, which deter
mines the stability of the flow field for each spatial harmonic: 

' A " 
[A - <rB] 

The A and B matrices are given by: 

Sqn 

8Zn 
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Fig. 2 Effect of dynamic feedback on unsteady compressor perfor
mance 
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A 1 2 = - \ $ ( - i _ U | _ + 2 ($ , - * „ ) 
n \ 9 $ 

and 

- i ( 4 + n//) - ( - - H / x W , - 0 

- i - Wn2 0 - n 2 

3 
0 -in 0 _ 

The stability matrices retain terms associated with the indi
vidual fluid dynamic and structural dynamic systems, but there 
are also terms representing the aeromechanical coupling of the 
two systems. With the aeromechanical feedback, there are three 
modes per spatial harmonic instead of only one, as would be 
the situation for the fluid system alone; the two additional modes 
are due to the reed dynamics. All modes for any harmonic are 
independent and stability can still be assessed on a harmonic 
by harmonic basis. 

4.4 Aeromechanical Feedback Control Parameters. 
Stability is now a function not only of the original system 
parameters but also of an additional set of (nondimensional) 
control parameters, which determine the interaction between 
the reed valves and the flow field: 

Q = w„— frequency parameter (12) 
UR 

£ = critical damping ratio (13) 
2Mw„ 

W = mass parameter (14) 
M 

Cx 
$, =—'- injection parameter (15) 

UR 

Cx 

$„ = —- mass flow coefficient (16) 
UR 

As modeled, the amount of steady-state mass flow injected 
does not enter the stability analysis explicitly, although it exerts 
influence through the change in the overall pressure rise charac
teristic. The axial velocity of the injection fluid (equivalently 
the injection total pressure) is an explicit stability parameter, 
as is the steady-state mass flow coefficient. The latter appears 
because it influences the relation between axial velocity and 
static pressure perturbations in the upstream flow field and, thus, 
the effect that the feedback can have. 

5.0 Parameter Optimization 

To determine the effects of the control parameters on stabil
ity, as well as to guide in the design of an experimental facility, 
a parameter optimization study was performed based on the 
linearized stability analysis. Compressor parameters representa
tive of a low-speed, single-stage, research compressor were 
selected. 

Initial results from the parameter study indicated that, for 
properly tuned reed dynamics, high values of injection parame
ter, $ , , and mass parameter, W, were desired. To design a 
physically realizable experimental apparatus, however, several 
constraints were imposed on the values of the control parame
ters. For gas turbine engine compression systems, one idea was 
that the high-pressure injection source could be taken from 
behind the compressor. Injection pressure was thus restricted to 
realistic levels, specifically of the order of the dynamic pressure 

based on mean wheel speed. The mass and frequency parame
ters of the reed valves used in the parameter study were re
stricted to reed valves sized to fit the MIT low-speed compressor 
and constructed from readily obtainable materials. These con
straints restricted the injection parameter to $, <=» 1, and the 
mass parameter to W «» 3.5. 

5.1 Design Configuration. Parameter optimization was 
performed to determine a set of control parameters that opti
mized the stability of the two lowest spatial harmonics. Dynam
ics associated with higher spatial harmonics were neglected for 
the following reasons: 

1 Experimental and analytical results indicate that higher 
harmonic perturbations are more stable than lower spatial 
harmonics due to unsteady aerodynamic effects within 
the compressor (Haynes et al., 1993). 

2 The rate at which the disturbances decay exponentially 
(in the axial direction upstream of the compressor) scales 
with the length scale of the disturbances, and hence with 
the spatial harmonic number. The assumption that the 
reed valves act as if the pressure field acts uniformly 
over their length thus becomes increasingly unrealistic 
for higher harmonics. 

The design parameters resulting from the optimization study 
were: $,- = 1.0; W = 3.5; Q = 0.9; C, = 0.7. 

Figures 4(a) and 4(b) show the predicted behavior of the 
eigenvalues of the basic compression system (without feed
back) and of the design configuration for the first two spatial 
harmonics. The position of the eigenvalues is plotted for differ
ent values of compressor mass flow coefficient. For the basic 
system, the first two harmonics become unstable at a mass flow 
of $ = 0.528, corresponding to the peak of the compressor 
characteristic. For the design configuration, the first and second 
harmonics were predicted to become unstable at flow coeffi
cients that are considerably lower. The first mode to become 
unstable is associated with the second spatial harmonic of the 
compression system; this becomes unstable when the flow coef
ficient through the compression system is reduced to $ = 0.43. 
A mode associated with the first spatial harmonic was found to 
become unstable at a slightly lower flow coefficient, <& = 0.40. 

Assuming that the neutral stability point of the least stable 
mode determines the stability of the compression system, the 
optimized aeromechanical feedback was predicted to reduce the 
stalling mass flow coefficient of the compression system by 19 
percent, compared to the stalling flow coefficient predicted for 
the basic compression system. The slope of the compressor 
characteristic at which instability occurs was predicted to be 
<9\P/<9<I> = 1.2, compared to zero with the baseline configuration. 

The most unstable mode associated with the first spatial har
monic was predicted to rotate at 9 percent of the rotor speed, 
and that for the second spatial harmonic at 38 percent of the 
rotor speed. For the basic compression system, the correspond
ing rates are 17 percent and 25 percent of rotor speed for the 
first and second harmonics. Aeromechanical feedback thus 
changes the disturbance rotation rates in addition to the stalling 
flow coefficient. 

5.2 Robustness of Aeromechanical Feedback. The 
model is a simple description of a complex problem and there 
are uncertainties in the conclusions that one draws. It is thus 
important to assess the sensitivity of the performance of the 
control strategy to variations in control parameters. To do this, 
the stability boundary was determined by fixing all but one of 
the control parameters of the design configuration and varying 
the remaining control parameter. Figure 5 shows the mass flow 
coefficient at which the least stable mode associated with the 
first and second spatial harmonics is calculated to become unsta
ble, as a function of the individual control parameters $,•, W, 
Q, and C, for the design optimized configuration. A maximum 
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degree of stabilization exists for variations of each of the control 
parameters. (The discontinuities in slope of the curves occur 
because each spatial harmonic contains three eigenmodes, any 
one of which can become unstable.) 

Figure 5 represents the behavior for a specific set of control 
parameters. In general, a significant increase in injection param
eter and/or mass parameter would increase the stabilizing effect 
of the aeromechanical feedback. However, increasing $, and 
W will result in increased stability enhancement only when the 
other control parameters, i.e., £ and Q, are optimized for the 
system with the higher values of $, and W. 

6.0 Experimental Facility 
The experimental phase of this research was conducted on a 

low-speed, single-stage compressor facility. The facility is 
shown schematically but approximately to scale, in Fig. 6. The 
tip diameter is 0.59 m. All data were obtained at 2250 rpm, 
corresponding to a tip speed of 70 m/s. The compression system 
has a low fi-parameter (B < 0.1), allowing the rotating stall 
dynamics to be studied in isolation from surge. The compressor 
consisted of a rotor and stator, with no inlet guide vanes. The 
geometry, given in Table 1, was selected to be similar to a 
compressor build that had exhibited full-span stall inception 
(Paduano, 1992). 
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Fig. 5 Flow coefficient at instability for first and second harmonics as 
a function of individual control parameters; variation around optimized 
case {W = 3.5, #, = 1.0, Q = 0.9, £ = 0.7) 

6.1 Dynamic Mass/Momentum Injection System. The 
mechanical design of the dynamic mass/momentum injection 
system represents the first attempt to demonstrate rotating stall 
stabilization using aeromechanical feedback. For this reason, 
the design was intended to be as simple as possible. As de
scribed above, the design was also constrained to control param
eters that could be readily implemented in the facility, so that 
the configuration was not a globally optimized one. 

The annular structure designed and constructed to house the 
reed valves is also shown in Fig. 6. The housing contained 24 

High 
Pressure Air 

Reed Valve 
Housing 

Fig. 6 Schematic of MIT single-stage compressor with dynamic mass/ 
momentum injection 
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Table 1 Compressor geometry 

Number of Stages 1 
Tip Diameter 0.591 m 
Hub Diameter 0.445 m 

Hub/Tip Radius Ratio 0.75 
Mean Radius 0.259 m 

Rotor/StatorGap 48 mm 

Rotor Stator 
No. of Blades 44 45 
Chord (midspan) 38 mm 38 mm 
Camber (midspan) 25 deg 30 deg 
Stagger (midspan) 35deg 22.5 deg 
Twist (deg) 30 -5 
Solidity (midspan) 1.03 1.08 

discrete, cantilevered, graphite-epoxy reed valves; the amount 
of high-pressure air injected axially into the face of the compres
sor was determined by the local reed valve area opening. The 
analysis assumes a continuous array of reed valves, but 24 reeds 
was considered a good compromise between complexity and 
spatial resolution. To provide the necessary damping, low-fric
tion, low-mass, adjustable, pneumatic dashpots were installed 
on each reed valve. 

The reed valves formed the outer casing wall of the upstream 
duct in a region between 33 and 127 mm upstream of the 
compressor (i.e., the valves formed a 24-sided polygon, approx
imating the original circular outer casing wall). The axial posi
tion selected corresponds to an injection location 1.5 annulus 
heights, or approximately 0.5 compressor mean radii, upstream 
of the rotor. 

The reed valve housing also contains a continuous, annular 
injection plenum designed to maintain a constant total pressure 
air supply to the valve array. In principle, high-pressure air 
injected in front of the compressor could be bled from the 
compressor exit, but in the present experiments, an external air 
source was used. This allowed greater flexibility in the injection 
parameters and also reduced complexity. To minimize leakage 
from the injection plenum into the back pressure cavity, the 
reed valves required sealing to isolate the high-pressure air in 
the injection plenum from the back pressure cavity behind the 
reeds. The seals were required to withstand a steady-state pres
sure loading (on the order of 104 N/m2) , as well as to remain 
flexible in the transverse direction to minimize the effect on 
reed valve dynamics. 

6.2 Reed Valve Dynamics. The reed valve dynamics 
were characterized by displacing and impulsively releasing a 
single reed valve over the range of dashpot settings. To capture 
the transient response of the reed valves over the range of 
dashpot settings, a visco-elastic model of the pneumatic dash-
pots was required (Gysling, 1993). The reed valve dynamic 
parameters were identified as W = 3.5, Q = 1.5, and a = 5.0. 
The damping ratios ranged from C, = 0.3 to t, = 3.0, correspond
ing to pneumatic dashpots fully opened and fully closed, respec
tively. 

7.0 Steady-State Data 

As implemented here, dynamic mass /momentum injection 
results in nonzero time mean and annulus-averaged mass and 
momentum injection into the flow path. The steady-state perfor
mance and the stability boundary of the compression system 
are dependent on the injection. It is emphasized, however, that 
the scope of the research is not to examine the effect of steady-
state injection but rather the effect of carrying out the injection 
in an unsteady manner, linked to the aeromechanical behavior. 

Therefore, to assess directly the change in stall flow coefficient 
due to changes in reed dynamics, or in other words, due to 
aeromechanical feedback, the change in stall flow coefficient 
was determined as a function of damping ratio for fixed levels 
of steady-state injection. The stall flow coefficient of the com
pression system was determined by slowly closing the throttle 
until the compressor exhibited large amplitude rotating stall. 

As a benchmark for assessing the effect of the aeromechanical 
feedback, one would ideally have the reeds perfectly rigid so 
that no feedback path existed and the only effect was due to 
steady-state injection. Although the reed valves are not com
pletely rigid with the dashpots closed, the reed dynamic re
sponse in this configuration is substantially less than at the 
optimum dashpot setting. (As an example, the magnitude of the 
deflection versus pressure transfer function at the frequency 
corresponding to the first harmonic of rotating stall waves dif
fers by roughly a factor of two for the two cases.) The figure 
of merit used to evaluate the effectiveness of different configu
rations was therefore the decrease in stall mass flow coefficient 
as a percentage of the stall mass flow coefficient for the closed 
dashpot configuration at the same injection level; the latter will 
be referred to henceforth as the ' 'rigid reed'' configuration. 

A $ percent e [*«& ~_*<•»***>>*\ ( 1 7 ) 
\ frigid / c 

In the experiments, two nondimensional control parameters 
were systematically varied, the reed dashpot setting (or damping 
ratio) C,, and the injection pressure (or injection parameter) $ , . 
The injection parameter was varied from 5>, = 0.8 to <&, = 
1.2, corresponding to injecting between 2 and 7 percent of the 
compressor mass flow and between 4 and 21 percent of the 
axial momentum of the flow entering the compressor, at condi
tions near the stall flow coefficient. The damping parameter was 
varied between C, = 0.3 and £ = 3.0. The reed mass parameter 
(W), frequency parameter (Q), and spring stiffness ratio (a) 
were not adjusted. 

For each injection level tested, the rigid reed valve configura
tion stalled at the highest mass flow coefficient over the range 
of dashpot settings, i.e., opening the dashpots from the closed 
position was never destabilizing. A 10 percent decrease in stall
ing flow coefficient due to aeromechanical feedback was dem
onstrated at <&, = 1.0 with the dashpots fully opened (^ = 0.3). 
At these conditions, 4 percent of the compressor mass flow and 
6 percent of the axial momentum entering the compressor was 
injected.2 

Figure 7 shows compressor characteristics for operation with: 
(1) optimized aeromechanical feedback, (2) the compressor 
with rigid reeds at the same injection level, and (3) the baseline 
compression system (no injection). The stall flow points are E, 
B, and F, respectively. The mass flow coefficient is based on 
the mass flow through the compressor, which is the sum of the 
mass flow measured far upstream of the injection region and 
the injected mass flow. The pressure rise coefficient is inlet 
total to exit static pressure, based on the difference in pressures 
measured upstream of the injection region and downstream of 
the compressor. 

In the regions of the compressor characteristic which are 
stable without feedback, aeromechanical feedback has no appar
ent effect on steady-state compressor performance. At flow co
efficients below the rigid reed valve stall flow, the aeromechan
ical feedback smoothly extends the stable operating region of 
the compressor. The effect of steady-state injection is a 6 per
cent decrease in stall flow. 

2 Tabulation of the stalling flow coefficients for the various compression system 
configurations and the percentage decrease in stalling flow coefficient obtained 
for various injection levels and dashpot settings are given in Gysling (1993). 
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Fig. 7 Compressor characteristics for: (1) basic compression system; 
(2) rigid reed valve configuration with injection; and (3) experimentally 
optimized configuration with injection 
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Fig. 9 Time-resolved, nondimensional reed valve deflections (SA/H) 
for rigid reed configuration operating at: (a) $ = 0.52 (point A), (b) * = 
0.41 (point B) 

8.0 Time-Resolved Behavior 
Time-resolved data are presented for the rigid reed configu

ration and the configuration that demonstrated the largest stabili
zation. Both are at the same injection level. The data are pre
sented in some detail for the first configuration to show the 
overall behavior, and then only selectively after that when there 
are points of difference to be brought up. 

8.1 Rigid Reed Configuration. Figure 8 shows the time-
resolved normalized pressure and axial velocity coefficient per
turbations at 0 = 75 and 90 deg, respectively, for the rigid reed 
configuration, with optimal injection parameter ($ , = 1.0). The 
data were recorded at a location \ chord upstream of the rotor. 
Data are shown for two mass flow coefficients: one well away 
from stall ( $ = 0.52) and the second near stall ( $ = 0.41). 
The operating points corresponding to the two time-resolved 
data sets are shown on Fig. 7 as points A and B, As shown, 
the magnitude of the flow perturbations increases as the flow 
coefficient is reduced. 

Figure 9 shows the normalized reed valve deflections (8q = 
A/H) that correspond to the data of Fig. 8. The reed deflection 
measurements indicate that the reeds are not completely rigid, 
and that they respond to the static pressure perturbations and 
thus introduce some degree of aeromechanical feedback. 

Spatial Fourier decompositions of the axial velocity perturba
tions (magnitude and phase of the spatial harmonics), measured 

j chord upstream of the rotor at midspan, are given in Figs. 10 
and 11 for the same two operating points. Figure 10 shows that 
the magnitudes of the first three spatial harmonics grow and 
decay in a random manner when the compression system oper
ates well away from stall ( $ = 0.52). Further, no coherent 
traveling waves can be seen in the plot of the unwrapped phase 
versus time. 

For the compression system operating at $ = 0.41, near stall, 
the disturbance flow field is much different, as seen in Fig. 11. 
There is an increase in the magnitude of the first and second 
spatial harmonics by roughly a factor of five or more, compared 
to those at $ = 0.52. The unwrapped phase exhibits substantial 
periods (tens of rotor revolutions) of coherent traveling wave 
structure for both the first and second spatial harmonics. The 
third harmonic also exhibits periods of coherent traveling wave 
structure, but these are more intermittent than the first two spa
tial harmonics. The phase speeds of the first, second and third 
traveling spatial harmonics are 26, 30, and 37 percent of the 
rotor frequency. 

8.2 Configuration with Optimized Aeromechanical 
Feedback. Figure 12 shows time-resolved, normalized pres
sure and axial velocity perturbations for the compressor with 
the experimentally optimized control parameters. Data corre
sponding to three mass flow coefficients are shown: $ = 0.52, 
0.41, and 0.37. The steady-state operating points corresponding 
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Fig. 8 Time-resolved, nondimensional static pressure {Sp/i,2pU%) and 
axial velocity perturbations (8CXIUR) for rigid reed valve configuration 
with experimentally optimized injection level (* , = 1.0); (a) * = 0.52 
(point A), (b) * = 0.41 (point B) 
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Fig. 10 Spatial Fourier decomposition of nondimensional axial velocity 
perturbations for rigid reed valve configuration; operation away from 
stall, * = 0.52 (point A) 
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Fig. 11 Spatial Fourier decomposition of nondimensional axial velocity 
perturbations for rigid reed valve configuration; operation away from 
stall, * = 0.41 (point B) 

to the time-resolved data are indicated by points C, D, and 
E in Fig. 7. The data were recorded at the same axial and 
circumferential locations as those of Fig. 8. 

Comparison of Fig. 12 with Fig. 8 shows that the pressure 
and axial velocity perturbations for the two systems away from 
stall (Points D and A) are similar. Examination of data from 
Points D and B show that the amplitude of the oscillations are 
reduced in the optimized configuration compared to the rigid 
valve configuration at the stall mass flow coefficient of the 
latter. The similarity of data from Points D and E indicates 
that the aeromechanically stabilized configuration exhibits no 
qualitative change in behavior in the stabilized region at flows 
below the stall point for the rigid wall flow. 

Figure 13 shows the time-resolved reed valve deflections at 
conditions corresponding to those of Fig. 12. In the stabilized 
region, Point E, the reed valves are modulating ± 1 percent of 
the height of the annulus. 
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Fig. 13 Time-resolved, nondimensional reed valve deflections (SA/H) 
for optimized configuration operating at three flow coefficients: (a) * = 
0.52 (point C), (b) * = 0.41 (point D), (c) * = 0.37 (point E) 

The spatial Fourier components of the compressor face axial 
velocity perturbations for the optimized configuration were also 
examined. At $ = 0.52 away from stall, the behavior is similar 
to that with the rigid reeds seen in Fig. 10. The magnitude of 
the components of the velocity perturbations appears to grow 
and decay randomly with time, and the phase shows no coherent 
traveling waves. In Fig. 14, at $ = 0.37 close to stall, the 
magnitudes of the spatial harmonic components are more than 
a factor of three larger than away from stall, also similar to the 
situation with the rigid reeds. The plot of the perturbation phase 
now shows that the first, second, and third spatial harmonics 
exhibit coherent traveling waves. The angular phase speed of 
the traveling waves associated with the three lowest spatial 
harmonics is 25, 29, and 33 percent of the rotor frequency, 
respectively. 

A summarized view of the alteration in the unsteady behavior 
as a function of mass flow is given in Fig. 15, which shows the 
rms amplitude of the normalized axial velocity perturbations 
recorded at a station \ chord upstream of the rotor. Data from 
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Fig. 12 Time-resolved, nondimensional static pressure (8p/U2pU%) and 
axial velocity perturbations (SCXIUR) for optimized configuration at three Fig. 14 Spatial Fourier decomposition of nondimensional axial velocity 
flow coefficients: (a) * = 0.52 (point C), (b) * = 0.41 (point D), (c) * = perturbations for optimized configuration; operation near stall, * = 0.37 
0.37 (point E) (point E) 
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Fig. 17 Spatial Fourier decomposition of nondimensional axial velocity 
perturbations during stall inception process: rigid reed valve configura
tion, optimized injection level 

the three configurations: (1) baseline compressor, (2) rigid reed 
valve configuration and, (3) experimentally optimized configu
ration, are included. The level of unsteadiness increases as the 
configurations approach their respective stalling flow coeffi
cients. The functional dependence of the level of unsteadiness 
on flow coefficient in the three systems roughly scales with the 
difference between the flow coefficient and the stalling flow 
coefficient. Away from stall (say, $ > 0.50), the unsteadiness 
in the three configurations is similar (the rms level of normal
ized axial velocity perturbations is roughly 0.01), indicating 
that the magnitude of the unsteadiness at these conditions is not 
greatly influenced by aeromechanical feedback or steady-state 
injection. 

8.3 Stall Inception. Initial experiments verified that the 
baseline compressor (without injection) exhibited stall incep
tion in a full-span, long circumferential wavelength manner 
consistent with the modeling approach. Figure 16 shows axial 
velocity perturbations recorded during stall inception for the 
rigid wall. An array of eight equally spaced hot wires, placed 
j chord upstream of the rotor at midspan, was used. The spatial 
Fourier decomposition of the velocity perturbations during the 

4.0 
Rigid Reed Compression System 

I 1"° 
* ! 0.5. 

" 0.0 

6 = 315 
• ~ ^ « ^ ^ ^ ^ ^ v ^ ^ A y Y V V W ^ V ^ O 

e=o 

Time (Rotor Revs) 

Fig. 16 Nondimensional axial velocity perturbations (SCXIUP) during 
stall inception process of rigid reed valve configuration with optimized 
injection level 
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Fig. 18 Nondimensional axial velocity perturbations (SCJUR) during 
stall inception process: optimized configuration 
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Fig. 19 Spatial Fourier decomposition of nondimensional axial velocity 
perturbations during stall inception process: optimized configuration 

stall inception event is shown in Fig. 17. Figures 18 and 19 
show similar data for the configuration with optimized aerome
chanical feedback. With both configurations, a smooth transition 
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Fig. 20 Magnitude and phase of nondimensional reed valve deflection/ 
static pressure transfer function [Sq/Sp); optimized configuration, oper
ation near stall 

from axisymmetric flow to fully developed rotating stall is ex
hibited, indicating a stall inception process consistent with the 
two-dimensional theory. Although not shown, axial velocity 
measurements at different spanwise positions indicated that the 
stall inception process was predominantly a full-span event for 
all configurations tested. 

8.4 Reed Deflection/Static Pressure Transfer Function. 
Examination of the transfer functions between the different parts 
of the feedback loop is useful in understanding not only the 
role of the aeromechanical feedback but also the relation to 
different active control strategies that are currently being ex
plored. 

Time-resolved data recorded from the compression system 
were therefore used to estimate the transfer functions (6q/6p) 
between reed displacement and static pressure perturbations in 
the upstream flow field. The conditions were those of naturally 
occurring unsteadiness within the compression system; no exter
nal excitation was used. The transfer functions were estimated 
using the ratio of the cross power spectrum between the input 
and output signals and the power spectrum of the input signal 
(Wellstead, 1981). For high coherence levels (close to unity), 
this ratio measures the transfer function. The cutoff frequency 
of the time-resolved measurements was set at 100 Hz, or 2.67 
times the rotor frequency. 

Figure 20 thus shows the magnitude and phase of the mea
sured transfer function between reed deflections and static pres
sure perturbations for the experimentally optimized configura
tion operating near stall. The transfer function is presented as 
a function of frequency, nondimensionalized by rotor rotational 
frequency. The reed deflection is nondimensionalized by 
annulus height and the static pressure perturbation by dynamic 
head based on compressor wheel speed. The pressure was re
corded j chord upstream of the rotor and both the pressure and 
reed deflection signals were recorded at the same circumferen
tial position, 6 = 15 deg. The measured coherence between the 
two signals approaches unity at the frequencies associated with 
the first (25 percent), second (60 percent) and third harmonics 
(105 percent), indicating that the measurements give a good 
estimate of the transfer function at these frequencies 
(Gysling, 1993). 

For low damping rates, the pneumatic dashpot behavior ap
proaches that of a viscous dashpot. An expression for the trans
fer function between the reed deflection and the static pressure 
is thus given by: 

«p(w) (fi2 - w2) + 2fi;(«w) 

Fig. 21 Magnitude and phase of nondimensional reed valve deflection/ 
static pressure transfer function [Sq/Sp); rigid reed configuration with 
optimized injection level, operation near stall 

where w is the temporal frequency normalized by rotor fre
quency. The solid lines in Fig. 20 indicate the transfer function 
given by Eq. (18) with W = 3.5, Q = 1.5, and £ = 0.3. However, 
because the static pressure field decays exponentially (as e-"*, 
where n is the spatial harmonic number and x is the axial dis
tance upstream) with distance from the compressor, and the 
finite axial distance between the pressure transducer and the 
center of pressure of the reed (approximately 0.35 compressor 
radii) must be accounted for. The symbols (x) on the plot of 
the magnitude of the transfer function indicate the calculated 
transfer function, corrected to account for this effect, at the 
frequencies associated with traveling wave disturbances of the 
three lowest spatial harmonics. The good agreement between the 
calculated and the experimentally determined transfer functions 
indicates that modeling the reed valves as a second-order system 
responding to pressure perturbations in the upstream flow field 
gives a good description of the optimized configuration. 

Figure 21 shows the nondimensional reed displacement/pres
sure transfer function for the rigid reed configuration, with opti
mized injection level, operating near stall. The model for the 
visco-elastic reed valve dynamics gives the reed displacement/ 
pressure transfer function as: 

i ^ = *- (i9) 
(U - w ) + ——— -̂ — 

i + (xur 
where x — 2 ^ / a g . 

The transfer function corresponding to Eq. (19) with W = 
3.5, Q = 1.5, £ = 3.0 and a = 5.0, is shown on Fig. 21 as a 
solid line. The symbols (x) on the plot of the magnitude of the 
transfer function represent the model corrected for the axial 
attenuation of the static pressure perturbations, as developed 
above. There is a reasonable representation of the reed dynamics 
with the pneumatic dashpots closed. 

As indicated by Fig. 21, and by time-resolved data in Fig. 9, 
the reeds are not completely rigid with the pneumatic dashpots 
closed, and the reeds respond to the pressure fluctuations. Com
paring Figs. 20 and 21 shows that the magnitude of the reed 
deflection/pressure transfer function for the "rigid" reeds is 
roughly half that of the optimized configuration at the frequen
cies associated with the first three harmonics. This implies that 
the quoted value of 10 percent drop in stall mass flow is proba
bly an underestimation of the actual effect of the feedback. 

9.0 Discussion 
The primary objective of the research was to obtain increased 

compressor stabilization by using aeromechanical feedback 
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Fig. 22 Phase of nondimensional reed valve deflection/axial velocity 
transfer function {Sq/Stf>): optimized configuration, operation near stall 

control and this objective has been achieved. However, several 
additional issues regarding interpretation and applicability of the 
results to the more general objective of increasing compression 
system stable operating range using feedback control warrant 
further discussion. 

The first is a general comment on the use of locally reacting 
feedback processes, such as employed in these experiments. 
The aeromechanical control strategy utilized appears to be the 
first scheme to employ local feedback to suppress rotating stall. 
This scheme differs from the modal-based control schemes, 
which have been used by previous researchers to stabilize rotat
ing stall. The latter require arrays of sensors and actuators, as 
well as extensive real time computations, whereas locally re
acting control strategies offer an alternative approach. 

The role of the structural dynamics in the control strategy 
can also be linked to other nonaeromechanical control strategies 
to stabilize rotating stall. For example, a number of potential 
sensing and actuating schemes for control of rotating stall in 
axial flow compressors have been investigated by Hendricks 
and Gysling (1992). The results indicated that the most effective 
proportional control strategies included axial velocity sensors 
and actuators that modified the pressure rise across the compres
sion system. A further conclusion was that actuators with band-
widths at least three times the rotational frequency of the distur
bance were required for effective control. 

Those results should be contrasted with the results from the 
aeromechanical feedback scheme investigated in the present 
work. In this, static pressure was sensed and low bandwidth 
(roughly equivalent to the rotational frequency of the compres
sor) actuators were used to modify the pressure rise across the 
compressor via mass/momentum injection. (The bandwidth of 
the aeromechanical actuators is defined as the natural frequency 
of the structural dynamic system.) This apparent contradiction 
can be explained by considering the role of the reed dynamics 
in the feedback process. The reeds respond to (or sense) static 
pressure perturbations in the upstream flow field. The reeds 
actuate the flow field by modifying the local pressure rise across 
the compression system as a function of reed displacement. The 
relationship between reed displacement and pressure perturba
tions is determined by the reed valve structural dynamics, which 
constitute a second order (rather than proportional) control law 
between sensed variable and actuation. At any one location, 
there is thus a temporal phase difference between the sensed 
variable and the actuation. 

There is also a phase difference between static pressure and 
axial velocity perturbations in the upstream flow field, which 
is a necessary consequence of flow unsteadiness. Properly tuned 
reed dynamics serve to compensate for this phase difference so 
that reed deflection remains approximately 180 deg out of phase 
with the velocity perturbations in the upstream flow field for 
frequencies up to approximately two times the rotor frequency. 
To the compressor, therefore, the reeds' behavior appears as if 
they are being driven by high-bandwidth actuators, commanded 
by a signal proportional to the velocity perturbations in the 
upstream flow field. This can be seen from Fig. 22, which shows 
the phase of the transfer function between the nondimensional 

reed valve deflection and the axial velocity perturbation. The 
x's mark the frequencies corresponding to the first, second, and 
third harmonics. The dashed curves show the analytical results 
for these three harmonics. Over the frequency range of interest, 
the data and the analytical results indicate that the reed valve 
deflection is almost exactly out of phase with the axial velocity 
perturbations. Assuming that the primary effect of the reed dis
placement is to increase local pressure rise across the compres
sor, the feedback introduced by the optimized aeromechanical 
control scheme in the present study is thus essentially the ' 'best 
case" in the Hendricks and Gysling study (1992). Interpreting 
the role of the structural dynamics as providing this dynamic 
compensation suggests that other types of (electromechanical) 
feedback control strategies can also use dynamic compensation 
to reduce sensing and actuation constraints. 

Another point concerns the modeling approach adopted. It 
was assumed that the high total pressure jet was injected into 
a spanwise uniform flow field and mixed out in the spanwise 
direction before entering the compressor. This is not very realis
tic and the experiments, in fact, demonstrated that the high total 
pressure fluid basically filled in the axial momentum deficit in 
the casing boundary layer, changing the velocity profile entering 
the compressor. In addition, it seems more relevant to view the 
effect of the jet as a local influence on the endwall/clearance 
region, because the nature of the flow in this location is well 
known to have a major impact on stability. The overall conclu
sions, however, are not very sensitive to the precise nature of 
the approximations made much beyond the central idea that 
injection increases the pressure rise across the compressor. This 
is the key point, rather than the detailed mechanism by which 
it occurs. 

Using this idea about the relation of injection rate and com
pressor rise, the stabilizing mechanism of the dynamic control 
can be interpreted physically. Suppose that injection does serve 
to increase the local pressure rise across the compressor and 
that the reed valves respond proportionally, and opposite, to 
the local mass flow perturbations. The change in pressure rise 
coefficient will be in phase with the axial flow coefficient up
stream of the compressor and is given by: 

m<t>, q) 
39 c± 09 c (89 89 8q\ci 

, 0¥ 89 , 
(20) 

In Eq. (20), 6q represents the actuation, 89ldq is a positive 
constant representing the effect of actuation on the local pres
sure rise across the compressor, and {dqld<j>) = —ATplays the 
part of a proportional control law between the perturbation in 
axial velocity and the actuation. 

From Eq. (20), we see that the effective slope with feedback 
(which is the real part of the compressor transfer function) can 
be expressed in terms of the slope of the steady state compressor 
characteristic and the effect of the feedback: 

effective slope 
10$ dq ) 

(21) 

The arguments concerning unsteady energy production given 
earlier thus imply that the flow becomes unstable when the 
effective slope becomes positive. For the compression system 
with feedback, Eq. (21) shows that this occurs at a lower flow 
coefficient than the original compression system. 

Finally, the control system design was based on a simplified 
model of the compression system, which included the effect of 
aeromechanical feedback and allowed assessment of the role of 
several control parameters in addition to the compression sys
tem parameters. The model was successful in predicting the 
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overall features of the compression system dynamics under the 
influence of aeromechanical feedback. We emphasize, however, 
that the control parameters achieved in the proof-of-concept 
experiment were by no means globally optimized, and the model 
predicts that additional stabilization could be achieved for a 
more optimized set of control parameters. 

10.0 Summary and Conclusions 
The onset of rotating stall in a low-speed, single-stage, axial 

flow compressor has been suppressed using aeromechanical 
feedback. The aeromechanical feedback was provided by an 
array of locally reacting reed valves that responded to static 
pressure perturbations in the upstream flow field. The reeds, 
which were modeled as mass-spring-dampers, regulated the 
amount of high-pressure air injected into the face of the com
pressor. This research appears to be the first demonstration of 
dynamic control of rotating stall in an axial flow compressor 
using aeromechanical feedback. 

Using a small amount of injection mass flow (4 percent of 
the mass flow through the compressor at a total pressure of 
approximately one dynamic head based on compressor wheel 
speed), aeromechanical feedback reduced the stalling flow coef
ficient of the compression system by 10 percent compared to 
the stalling flow coefficient with the same amount of steady-
state injection. 

The mechanism responsible for rotating stall can be viewed 
as the compressor feeding energy into disturbances due to a 
positive real part of the compressor pressure rise versus mass 
flow transfer function. In this context, the role of an effective 
dynamic control strategy to suppress rotating stall can be inter
preted as adding a negative component to the real part of this 
transfer function, thus decreasing the effective local slope of 
the compressor pressure rise versus flow response to unsteady 
small disturbances. 

A physical interpretation was given for the role of the struc
tural dynamics in the aeromechanical control strategy. The reed 
dynamics were found to serve as a dynamic compensators; the 
reed displacement, although driven by pressure perturbations, 
remained roughly 180 deg out of phase with velocity perturba
tions in the upstream flow field over a large frequency range. 
This phase relation is similar to that found in the active control 
strategies that have been found, to date, to be most effective. 
It is thus useful to view the present strategy and that of active 
control as different implementations of the same overall con
cept. 
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In this paper, an approach for control-oriented high-frequency turbomachinery mod
eling previously developed by the authors is applied to develop one-dimensional 
unsteady compressible viscous flow models for a generic turbojet engine and a generic 
compression system. We begin by developing models for various components com
monly found in turbomachinery systems. These components include: ducting without 
combustion, blading, ducting with combustion, heat soak, blading with heat soak, 
inlet, nozzle, abrupt area change with incurred total pressure losses, flow splitting, 
bleed, mixing, and the spool. Once the component models have been developed, they 
are combined to form system models for a generic turbojet engine and a generic 
compression system. These models are developed so that they can be easily modified 
and used with appropriate maps to form a model for a specific rig. It is shown that 
these system models are explicit (i.e., can be solved with any standard ODE solver 
without iteration) due to the approach used in their development. Furthermore, since 
the nonlinear models are explicit, explicit analytical linear models can be derived 
from the nonlinear models. The procedure for developing these analytical linear 
models is discussed. An interesting feature of the models developed here is the 
use of effective lengths within the models, as functions of axial Mach number and 
nondimensional rotational speed, for rotating components. These effective lengths 
account for the helical path of the flow as it moves through a rotating component. 
Use of these effective lengths in the unsteady conservation equations introduces a 
nonlinear dynamic lag consistent with experimentally observed compressor lag and 
replaces less accurate linear first-order empirical lags proposed to account for this 
phenomenon. Models of the type developed here are expected to prove useful in the 
design and simulation of (integrated) surge control and rotating stall avoidance 
schemes. 

1 Introduction 
In [1, 2] the authors presented the theoretical foundations of 

a new approach for control-oriented high-frequency turboma
chinery modeling. The approach in [1] was based on an assump
tion of calorically perfect single species gas (i.e., y and R 
constant); however, in [2] some preliminary results are given 
for a system of dimensionless equations, which is valid in the 
case of flow of a thermally perfect multiple species gas present 
in high-temperature flows involving combustion in some turbo
machinery systems. The turbomachinery modeling approach de
veloped in [1, 2] can be outlined as follows: First, the turboma
chinery system is conceptually divided into distinct compo
nents. The component boundaries represent natural points of 
demarcation for the various forcing terms present in the govern
ing flow equations. The components are then subdivided, if 
necessary, into elements to form an appropriate grid of the 
spatial domain. A set of dimensionless flow equations developed 
in [1, 2] is then applied to each element of the system. For each 
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06108. 

Contributed by the International Gas Turbine Division and based on a paper 
presented at the 38th International Gas Turbine and Aeroengine Congress and 
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element, a decision is made to either retain or residualize the 
flow dynamics. This decision is based on the value of a singular 
perturbation parameter, e, a naturally occurring parameter of the 
dimensionless equations. In either case, a novel discretization of 
the dimensionless equations is then utilized to obtain a lumped-
parameter model for each element. Now, for elements in which 
forcing terms are nonzero, relations to describe the forcing terms 
are either determined from first principles or identified from 
experimental data. When these terms cannot be determined from 
first principles, techniques developed in f 1, 2] for rigorous iden
tification of these terms from steady-state experiments are em
ployed. Once models have been developed for each of the sys
tem elements, they are aggregated to form the overall nonlinear 
system model. An important feature of models developed using 
this approach is that they are explicit (i.e., can be solved with 
any standard ODE solver without iteration). This results be
cause the novel discretization of the dimensionless equations 
used in this modeling approach is matched to the natural turbo
machinery inputs [1, 2 ] . 

The focus in [1, 2] was on the element equations. It was 
argued that the models developed using the approach are ex
plicit, and that explicit analytical linear models can be devel
oped from these models. However, a demonstration of system 
model development using this approach was not given. The 
goal of this paper is to show how the element equations are 
used to build system models and to demonstrate explicitly that 
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these models exhibit the features claimed in [1, 2] . To achieve 
this goal, the approach in [1, 2] is applied to develop one-
dimensional unsteady compressible viscous flow models for a 
calorically perfect single species gas in a generic turbojet engine 
and a generic compression system. The case of calorically per
fect single species gas was selected for the model development 
in this paper since analytical component models can be devel
oped for this case. However, some important computational 
issues pertaining to the development of models for a thermally 
perfect multiple species gas using the system of equations pre
sented in [2] are also discussed. 

We begin by developing models for various components 
commonly found in turbomachinery systems. These compo
nents include: ducting without combustion, blading, ducting 
with combustion, heat soak, blading with heat soak, inlet, noz
zle, abrupt area change with incurred total pressure losses, flow 
splitting, bleed, mixing, and the spool. Once the component 
models have been developed, they are combined to form system 
models for a generic turbojet engine and a generic compression 
system. These models are developed so that they can be easily 
modified and used with appropriate maps to form a model for 
a specific rig. It is shown that these system models are explicit 
due to the approach used in their development. Furthermore, 
since the nonlinear models are explicit, analytical linear models 
can be derived from the nonlinear models. The procedure for 
developing these analytical linear models is discussed. The sys
tem models developed here give concrete indication that the 
claims made in [1, 2] are true. 

An interesting feature of the models developed here is the 

use of effective lengths within the models, as functions of axial 
Mach number and nondimensional rotational speed, for rotating 
components. The use of effective lengths though implicit in 
[1, 2] is demonstrated explicitly here. These effective lengths 
account for the helical path of the flow as it moves through a 
rotating component. Use of these effective lengths in the un
steady conservation equations introduces a nonlinear dynamic 
lag consistent with experimentally observed compressor lag [3] 
and replaces less accurate linear first-order empirical lags 
proposed to account for this phenomenon in [4] and used 
in [ 5 - 9 ] . 

1.1 Historical Perspective. Many one-dimensional high-
frequency turbomachinery models have been presented in the 
literature. For quasi-one-dimensional incompressible flow in 
compression systems, models of this type are given in [4, 10, 
11, 8] . For quasi-one-dimensional compressible flow in com
pression systems, models of this type can be found in [12, 
13, 5, 9 ] . For quasi-one-dimensional compressible flow in full 
engine systems, models of this type are given in [14-17, 7 ] . 
The generic models given in this paper are quasi-one-dimen
sional compressible flow models. The advantages of the models 
presented in this paper over others of this type presented in 
the literature include: (1) a rigorous procedure for embedding 
steady-state experimental data into the model, and (2) the abil
ity to obtain explicit models that incorporate natural system 

boundary conditions. Models of this type are primarily used in 
the design of surge control and integrated surge control/rotating 
stall avoidance schemes, which have been reported in [6, 18 -
22] and [23], respectively. 

For studying the two-dimensional phenomena of rotating 
stall, a two-dimensional model that can model and predict rotat
ing stall is required. For incompressible flow, the models given 
in [24-28] have this capability. Extension of models of this 
type to compressible flow is discussed in [29]. These two-
dimensional models are used in the design of rotating stall 
control schemes [18,28, 30-33 ] . Extensions of the generic one-
dimensional models presented in this paper to two-dimensional 
models will be undertaken in the future, using a parallel com
pressor concept [34], for use in the design of rotating stall 
control schemes. 

2 Foundational Equations 
In this section we list some foundational equations developed 

in [1, 2] that are used for model development in this paper. We 
first direct the reader to some notation in Tables 1 and 2 for 
dimensional and dimensionless variables, respectively. In addi
tion, we define the notation that M t_,(0 := M(JC*-I, /) and 
Mk(t) := M(xk, t), where xk-x is the position of the entrance 
of the A:th element, and xk is the position of the exit of the 
fcth element. Similar notation is used for other variables unless 
otherwise specified. Now, the discretized form of the dimen
sionless equations for unsteady compressible viscous quasi-one-
dimensional flow of a calorically perfect single species gas in 
the fcth finite element of a component can be written as [2]: 

The matrix U(Mk, y) is made up of influence coefficient func
tions £,/s, which are known functions of M and y defined in 
[1 ,2 ] , and 

eU_„p*_„Z4, y) = Lke-(m*T*->\ 

where, for brevity, the following definition is made: 

T J_ ? ~ 1 

lk-1 — Sk-i 1 Pk-l-
y 

The maps, m^, m5, and m6, in these equations account for the 
forcing terms Q,fs, and/„, in the quasi-one-dimensional flow 
equations. They are equal in steady state to the differences Mk 

— Mk-i,pk - pk-i, and sk — sk-.x across the element, respectively. 
Identification of these functions is discussed further in [2], 

3 Component Model Development 
The first step of the modeling approach of [2] involves divid

ing the system into various components. The component bound
aries represent natural points of demarcation for the various 
forcing terms present in the governing equations. In this way, 
we simplify model development by distinguishing between ele
ments in the system in which certain forcing terms are nonzero 
and those in which they are zero. A discussion is now given 
on the development of models for various turbomachinery corn

ed-1,/>*-i, Lk, y) — 
dt 

Pk 
Sk 

H(M„ y ) i 
Mk - M*_i 
Pk - Pk-\ 

m4(Mk, eAk-'/L2
k, Ak - At_,, A/*_,, y, Re*„,, Pr, Tw,k-X 

m5(Mk, eA*-*IL2
k, Ak - A*_i, iV*_,, y, Re*-,, Pr, TKJC-I 

m6(Mk, eA*-i/Ll, Ak - A*_,, #*_,, y, Ret_i, Pr, T„:k.{ 

- 7-*-,) 
- Tk-i) + e(s*-i,P*-i, Lk, y) 

y - 1 dt 
Ak. (1) 
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Table 1 Dimensional variables 

Variable Description 

* 
t 

position 
time 

\l 
\A{i,t) 

length 
area 

R 
Cv 

«(x,r) 

ideal gas constant 
heat capacity at constant volume 
heat capacity at constant pressure 

fluid velocity 
static density 
static pressure 
static temperature 
specific internal energy 
mass flow rate 

$(*J) 
7w(x,t") 
/.(*,<") 

volumetric heat transfer rate (into fluid) 
specific wall friction force (on fluid, does no work) 
specific force (on fluid, does work) 

< 

f 
I 

reference time 
reference pressure 
reference temperature 

#(f) 

* 

I 

shaft speed 
viscosity 
thermal conductivity 
wall temperature 

ponents. Analytical model development for the various compo
nents is given, where possible, as a guide for more complicated 
case specific component models, which will be required for a 
model of a specific rig. In choosing which components to model, 
we attempt to cover all combinations of forcing that could be 
present in turbomachinery applications. Once the component 
models have been developed, a discussion is given on how they 
are used to form explicit system models for a generic turbojet 
engine and a generic compression system. 

3.1 Components Modeled With Quasi-One-Dimensional 
Flow Equations. In this section, several component models 
are given that can be obtained by direct application of the quasi-
one-dimensional flow equations developed in [2] and summa
rized above. In cases where analytical expressions for the forc
ing terms are known, analytical expressions are developed for 
the maps to include in Eq. (1). 

Ducting Without Combustion. This component is used to 
model ducting in which no combustion is present. The maps 
for this component have the following form: 

XM* = m*(Mk, Ak - Ak-i, Re*_i) 

Xpjc = m5(Mk, Ak - Ak-i, Ret-i) 

Table 2 Dlmensionless variables 

I Variable Description 

| x = x/Z 

t =* t/i 

A m In [A/{ViRt)] 

7 • Cp/cv 

M = ZlsftkT. 

P = M?/p") 

t = S/e, 

T = /n(f/f) 

\Q = oil/ (p\ftsf) 

/«, = JJ-I^Rf) 

dimensionless position 

dlmensionless time 

dimensionless area 

dimensionless length 

ratio of specific heats 

Mach number 

dimensionless total pressure 

dimensionless specific entropy 

dlmensionless total temperature 

dimensionless volumetric heat transfer rate 

dimensionless specific wall friction force 

dimensionless specific force 

dimensionless shaft speed 

Reynolds number 

Prandtl Number 

dimensionless wall temperature 

N m N^A/(yRf) 

Re = p,nVA/ii 

Pr = e^it/k 

Tv m ln(fjf) 

IZ-r. , 

dimensionless position 

dlmensionless time 

dimensionless area 

dimensionless length 

ratio of specific heats 

Mach number 

dimensionless total pressure 

dimensionless specific entropy 

dlmensionless total temperature 

dimensionless volumetric heat transfer rate 

dimensionless specific wall friction force 

dimensionless specific force 

dimensionless shaft speed 

Reynolds number 

Prandtl Number 

dimensionless wall temperature 

Xs* = m6(Mk, Ak - Ak-u Ret_i), 

where XM* is the map determined by the difference M* - Mk-X 
across the stage, %?*. is m e m aP determined by the difference 
pk - pt_i across the stage, and x*,k is the map determined by 
the difference sk - sk~t across the stage. The dependence on 
the areas can be dropped if the areas are fixed. Analytical ex
pressions for these maps are given in Appendix A. 

Blading. This component is used to model fans, compres
sors, and turbines. Shaft forces, blade/wall friction forces, and 
area changes are all present. Accurate first principles modeling 
of these effects is difficult, so the maps for this component 
are usually identified through steady-state experiments. Further 
subdivision of the component into finite elements must be done 
with consideration of the requirement of experimental identifi
cation of these forcing terms. Although a hard practical limit 
for experimental measurement is probably a single row (rotor, 
stator, or guide vane), in most cases, a stage (rotor/stator pair 
or guide vane row) is the smallest division of the compressor 
considered for experimental measurement in a blading compo
nent. For this reason, the smallest element considered in model
ing this component consists of a single stage. For the &th com
pressor stage, the following notation is used for the maps identi
fied through steady-state experiments: 

TM,* = m4(Mt, Ak - Ak-i, Nk-i, Re*_i, a) 

itp* = ms(Mk, Ak - A*-,, Nk-U Re*_i, a) 

7TS,* = m6(Mk, Ak - Ak-U Nt-U Re*-i, a), 
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where 7rM,t is the map determined by the difference Mk — M*_i 
across the stage, irpJl is the map determined by the difference 
pk — pk-i across the stage, and ns,k is the map determined by 
the difference sk - sk-i across the stage. A new term, a, is 
included in the functional dependence of these maps to account 
for the effects of variable guide vane/stator angles. 

Ducting With Combustion. This component is used to 
model combustion chambers and afterburners. Combustion and 
wall friction forces are present with a possible area change 
as well. The combustion and friction forces usually cannot be 
modeled analytically, hence the maps for this component are 
usually identified through steady-state experiments. For the kth 
element of this component, the following notation is used for 
the maps identified through steady-state experiments: 

<l>M,k = m4(Mk, Ak - Ak-U Ret_1( wf) 

4>P,k = m5(Mk, Ak - Ak-U Re*-,, w,) 

<f>s,k = m6(Mk, Ak - A*..,, Re t_,, wt), 

where (j)M,k is the map determined by the difference Mk - M*_i 
across the stage, (j)pJl is the map determined by the difference 
pk - p t_, across the stage, and 0, i t is the map determined by 
the difference in sk — sk^x across the stage. The term wf is 
included in the functional dependence of these maps to account 
for the heat release of the fuel. An analytical model for this 
component is given in Appendix A. 

Heat Soak. In this element, heat exchange occurs between 
the walls/blades and the flow. This component is used to model 
ducting downstream of a combustion chamber or in a recupera
tor. The maps for this component have the following form: 

XM.* = m4(Mk, Ak - Ak-U Re t_i, Pr, Nu, rw,t_i - r t_,) 

XP,k = m5(Mk, Ak - Ak-i, Re*.,, Pr, Nu, Tw^x - Tk-\) 

Xs.k = m6(Mk, Ak - At_,, Re t_,, Pr, Nu, Tw,k.l - Tk^), 

where XM,* is the map determined by the difference M& - M*-i 
across the stage, Xp,k is the map determined by the difference 
Pk - Pk-\ across the stage, and x*.k is the map determined by 
the difference sk - s H across the stage. The Nusselt number, 
Nu, is added to the variable dependencies to account for convec
tion heat transfer effects [35]. Analytical expressions for these 
maps are given in Appendix A. The wall temperature, Twjl-i, 
is either an independent input of the model, or it is a state of 
the model. For the latter case, a dynamic equation is required 
for the wall temperature. 

Blading With Heat Soak. This component is the same as 
the blading component with the addition of heat soak effects. 
This component is used to model the turbine when heat soak 
effects between the flow and blades are significant. The major 
change in the model of this component, compared to that of the 
blading component, is that the maps determined through steady-
state experiments also include the effects of heat transfer to the 
walls and blades. Using the same notation as for the blading, 
the maps identified through steady-state experiments for the A;th 
stage are: 

T»U = mt(Mk, Ak - 4t_i, JVjt_i, Re*-,, 

Pr, Nu, 7 V , - 7 i_ , , a ) 

">,* = m5(Mk, Ak - A*-,, Nk-U Ret-i, 

Pr, Nu, rWJk_, - r t _ „ a ) 

•Ks,k = m6(Mk, Ak - A*_,, Nk-u Re t-i , 

Pr, Nu, 7 V . , - Tk.u a), 

with the important difference that these maps depend on more 

variables. When turbine maps are obtained, however, the wall/ 
blade temperature normally is not varied independently, and 
the entire map is not obtained. In this case, we would like to 
combine an analytical heat soak model with experimentally 
identified maps for the blade forcing. A discussion of how this 
is done is given in [2] , and the maps for this component can 
be formed using this technique as follows: 

m4 

m5 

m6 

mA,nsv(Mk, Ak - A*-!, /V*_i> Ret-,, a) 
w5,„ew(Mt, Ak - A*-,, JV*_i, Re t_,, a) 
»J6,„ew(Mt, Ak - Ak-X, A/t_i, Re t_,, a) 

~ [B(Mk, y)]-lr(Mk, y) 0 
0 

where ghs is an analytical model of the heat soak effects, equal 
to 0 at steady state, and m4inew, m5iW,w, and w6,new are the experi
mental maps measured when the wall/blade temperature is al
lowed to equilibrate before measurements are taken. 

Inlet. The inlet of the system is normally made up of either 
a compressor stage or a section of ducting. The model for this 
component differs only in that at the entrance of the first element 
of this component, p, and st are model inputs, since they are 
natural boundary conditions of the system. 

Nozzle. The nozzle is the main throttling device through 
which the flow exhausts to atmosphere. The nozzle usually 
consists of an isentropic area change in which a boundary condi
tion is enforced at the exit. In this case, the equations for the 
nozzle would have the following form: 

Mk-i = m4(Ae \-l,Pe Pse) 

Pe = Pk-l 

Se = * f c - 1 , 

where the term pe - pse is accounts for the dependence on 
the model input, p„, which determines the model boundary 
condition, Me. Analytical equations for the nozzle are given in 
Appendix A. 

3.2 Components Modeled With Other Equations. In 
this section we develop models for components that cannot be 
modeled by a direct application of the quasi-one-dimensional 
flow equations developed in [2] . 

Abrupt Area Change With Incurred Total Pressure Losses. 
In this component, the flow encounters an abrupt area increase 
in which total pressure losses are incurred. This component is 
used to model the abrupt area change which sometimes occurs 
between the end of the ducting from the compressor and the 
combustion chamber. This process cannot be modeled using 
quasi-one-dimensional flow equations as they do not hold when 
the area increases abruptly. However, this area increase occurs 
over a very short axial distance, and the dynamics in this compo
nent are usually residualized. Analytical expressions for this 
process are given in Appendix A. 

Flow Splitting. In this component, the flow is split into two 
streams, as is done in a turbofan engine. This occurs over a 
very short axial distance; hence, all dynamics are assumed to 
equilibrate quickly and are residualized. The equations for this 
element have the following form: 

M*_i = gspi(Mi,i, Mjt,2, A*,i - Ak-uAk2 - At-i), 

Pk.l = Pk-l 

Pk.2 = Pk-l 

sk.l — $k-

$k,2 = ** -

where the subscript k— 1 denotes the flow entering this element, 
k,\ denotes the flow leaving the element in the first stream, and 
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k,2 denotes the flow leaving the element in the second stream. 
Analytical equations for this element are given in Appendix A. 

Bleed. This component is a specialization of the flow split
ting component just discussed. Here, the flow is split into two 
streams and a portion of the main flow is bled off to the atmo
sphere or another point in the system. The equations for this 
element have the following form: 

M*_i = gbw(M*, Ak - Ak-i,AkJ> - At_,, />*_, - psk,b), 

Pk = Pk-l $k — sk-l< 

where the term p t_x — pski> accounts for the dependence on the 
input psKh. Analytical expressions for this process are given in 
Appendix A. 

Mixing. Mixing occurs when two streams are combined into 
one, as is done, for example, when bypass flow is recombined 
with the core flow in a turbofan engine. This phenomena cannot 
be modeled with quasi-one-dimensional flow equations. How
ever, since this phenomenon occurs in a very short axial dis
tance, the dynamics associated with it can be residualized. An 
often-used model for mixing is that the static pressure is equal 
at all points of the mixing plane. Analytical expressions for this 
process are given in Appendix A. 

Wall/Blade Metal. A dynamic equation is required for the 
wall/blade metal temperature when it is a state of the model. 
This equation is developed using standard heat transfer analysis 
[35] and is given in Appendix A. 

Spool. The model of the spool is developed since it is re
quired for the generic turbojet engine model. This equation is 
developed through a power balance on the spool and is given 
in Appendix A. 

3.3 Effective Lengths in Dynamic Equations. When de
veloping the model for a component, care must be taken when 
computing the length required in the equations. The quasi-one-
dimensional flow equations hold along a flow path as long as 
the flow properties in a plane normal to that flow path are 
essentially constant [36]. As the flow moves through a rotating 
element (e.g., a compressor rotor), it follows a helical path 
along which the quasi-one-dimensional flow equations hold. 
Thus, the correct length to use in the unsteady equations for 
this flow is the length of this helical path. The length of this 
path, called the effective length of the component (£*,„), can 
be computed as follows: 

Lk, = LJ\ + ̂  rUe-^e-^-^l + ZjJ. M ^ ( 

where rk-x is the dimensionless radius of the component. This 
length is computed by first finding the time required for the 
flow to move axially through the rotating component. Then, 
this time is used to determine the distance the flow travels 
around the circumference of the rotating component as it moves 
through the component. The effective length is then computed 
as the magnitude of the vector sum of the axial and circumferen
tial distances that the flow travels as it moves through the rotat
ing component. Obviously, this length will become infinite if 
M t = 0, thus it is appropriate to set a threshold on the Mach 
number used in this equation. 

3.4 Choosing a Grid of the Spatial Domain. The issue 
of determining an appropriate grid of the spatial domain is 
important. In [37], a discussion is given on how the choice 
of the spatial discretization determines the models frequency 
response to a disturbance. Two criteria are given for the maxi
mum frequency response of a model to disturbances, based on 
the spatial discretization. The first criterion is attributed to [ 38 ] , 
and it requires that the minimum disturbance wavelength be 

M, - ' . ( e , ) 

0.8- -J-

0.6- - ~/~ 

0.4- -~^-

0.2- •• •"-£>. ~ 

0; • - -•-?, * = — -

-0.2- ~~? «*£-• —- -

- 0 . 4 •^—- - • 

-0.6- "•/-•• -

- 0 . 8 - •••/••• - -

- I l ' i . . 1 . . . I . . . 1 . . . I . . . I .—— 
-0.6 -0.4 -0.2 0 0.2 0.4 0.6 

c« 

Fig. 1 Isentropic area change function f„c(coc) for y = 1.4 

limited by ten times the maximum length of a spatial element. 
Thus, 

(u + a)min 

where/max is the maximum frequency response, u is the flow 
path velocity, a is the sonic velocity, and A*raax is the maximum 
length of a spatial element. The second criterion is attributed 
to [39], and it requires that the propagation time through a 
spatial element be less than 1/3 the period of the disturbance. 
Thus, 

/max — , . > 

onAx 

where a and Ax are average quantities. 
Here, we suggest how these criteria can be used to determine 

the appropriate choice of spatial discretization. Now, if the 
smallest spatial discretization in the compressor is a compressor 
stage, these criteria can be used, with required effective lengths, 
to determine the maximum frequency response of the model to 
a disturbance based on one of the compressor stages. Having 
applied the criteria to a compressor stage, the corresponding 
sizes for elements in other components of the system can then 
be determined to give the same model frequency response to 
disturbances. Unfortunately, this can lead to models with a very 
high number of spatial elements and subsequently a high num
ber of states. However, we consider this a good starting point 
and divide each component into finite elements in this manner. 
With this model, we can then look at the distribution of states 
along that component. A linear distribution of the states is as
sumed in each finite element [2] . If the distribution across 
the component modeled with several elements is linear, the 
component can be modeled equally well with a single element, 
thus reducing the number of states. The model can also be 
compared to experimental data in the form of both nonlinear 
and linear behaviors. Good agreement with experimental data 
also indicates the appropriateness of the spatial grid used. If the 
model compares well with experimental data, it is valid in spite 
of the fact that a coarser grid of the spatial domain is used in 
its development. Since the models developed using this tech
nique are for use in control design, low model order is desirable. 
Therefore, the grid of the spatial domain is chosen as coarse as 
possible to achieve a good match of experimental data. 
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Fig. 2 Abrupt area change function f„c{c,.c) for y = 1.4 

4 Generic Turbojet Engine 

In this section a model of a generic turbojet engine is devel
oped. Then, a discussion is given on how to use the nonlinear 
model to develop linear models for the generic turbojet engine. 

4.1 Nonlinear Model. The generic turbojet shown in Fig. 
3 is made up of the following components: inlet ducting, two-
stage compressor with bleed after each stage, compressor dis
charge ducting, bleed, ducting with combustion, two-stage tur
bine with heat soak effects, nozzle ducting, and nozzle. Also, 
the dynamic spool equation is required to complete the model. 
A multispool machine would be modeled in the same way as 
a single-spool machine, with the exception of multiple spool 
equations. This model is developed so that it can be easily 
modified and used with maps for a specific turbojet engine to 
obtain a model for that particular rig. The number of elements 
making up each component is arbitrarily defined here so that 
an overall model can be developed; however, the number of 
elements making up each component in a model of a specific 
system must be determined by applying the procedure discussed 
previously. 

Using the notation of Fig. 3, the model for the generic turbojet 
is developed as follows: The inlet consists of two elements of 
ducting with isentropic area change. The areas are assumed to 
be fixed so this map dependence is dropped. The following 
equations result: 

XM,I = fltjniMt) 

X,.i = 0 x..i = 0 

dt M„ [ C C M ^ y X M , - M O - X M . I ) 

+ f i2(M1( y)(pi - Po) + £i3(Mi, y)(s{ - So)] 

31 36II37 

d e<"2><V 
-rP\= — T [6 i (Mi , y)(Mi - M0 - XM,I) 
at L\ 

d 

dt 

+ £a(M, , y)(p! - p0) + £23(M,, y ) 0 , - s0)] 

e(i'2><r0) 

• [ f o ( M „ 7 ) ( * , - J o ) ] . 

For the second element, 

XM.1 = W4.*2(M 2 ) 

Xp.l = 0 X.,2 = 0 

dt 
[ & i ( M 2 , y ) ( M 2 - M l - X » u ) 

+ £i2(M2, y){p2 - pi) + £ l3(M2) y)(s2 - s,)] 

d e<"WT,) 
— Pi = — : [6 i (M 2 , y)(M 2 - M! - XM.I) 
dt Li 

+ £22(M2, y){p2 - pi) + £M(M2, y)(s2 - s,)] 

(l/2)(7\) d e 

dt La 
[6s(M 2 , ? ) ( * - * , ) ] . 

Since this is the inlet of the generic turbojet engine, p0 and *0 

are inputs to the system and the model. 
The compressor consists of two blading stages, each followed 

by a bleed valve. No heat soak effects are considered in the 
compressor, however these effects would be modeled in the 
same way as is done for the turbine stages. The areas at the 
inlet and exit of each compressor stage are assumed to be fixed, 
hence this dependence in the compressor maps is neglected. In 
terms of the notation of Figure 3, the following equations result: 

TTM.M = m4,CJ1(M24, N2, Re2, a ) 

TTp.M = m5,cs l(M24, N2, Re 2 , a ) 

TI|24 = W6,csi(M24, N2, Re 2 , a ) , 

U. = W l + 3 rle-^e-^M 1 + ?--M i * ) , 

d eiUTAT: 
- M 2 = -
dt ^24,6 

t6l(M24, 7)(M2 4 - M2 - TTMi24) 

+ 62(M24, y)(pU ~ Pi ~ 7Tp,24) 

+ £l3(M24 , y){Su - S2 - 7TS,24)] 

[? 2 l (M24- 7 ) ( M 2 4 - M2 - 7TM,24) 

Fig. 3 Diagram of generic turbojet engine 

— P24 = 
Ut ^24,e 

+ &2CM24, 7 ) ( P 2 4 ~ Pi ~ 7Tp,24) 

+ 6 3 ( M 2 4 , y ) ( « 2 4 - S2 - 7T.t,24)] 

d C«'2)C 2 ) 
— *24 = — [ ? 3 3 ( M 2 4 , -y)(j24 ~ *2 - ^ , 2 4 ) ] . 

dt i^4 , e 

For the bleed valve after the first stage, we have 

M24 = gbid(M25, A25 - A24, A246 - Au, p2A - ps24b) 
PlS = PlA stt = ^24 

ps24b is an input to the model. 
For the second stage, 

TTM.27 = m4<cs2(M21, N25, Re25, a) 

TTp.27 = m5tCs2(M27, N25, Re25, a ) 

TT.V.27 = «6,M2(M27, N2i, Re25, a ) , 
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0(l/2)(r„) 
- M25 = — — 
at Lai,e 

[ f l l (M 2 7 l -y)(M27 - M25 - 7TM,27) 
+ & 2 ( M 3 1 , y)(p3l - p3 ~ 7Tp3i) 

+ 6 3 ( M 3 1 , r ) ( * 3 1 - *3 - X*,3l)] 

+ £ i 2 ( M 2 7 , y)(p21 - P25 - fl>,27) 

+ ?i3(M2 7 , y ) 0 2 7 - s25 - 7rIi27)] 

t 6 i ( M 2 7 , y ) ( M 2 7 - M25 - 7rM,27) 

,(i/2)(r.) d 
— J31 = 
dt L31 

[ f 3 3 ( M 3 1 , 7 ) ( j 3 i - S3 - X».3l)]-

a? ^27,e 

+ 6>2(M27, 7 ) ( p 2 7 - JC25 - 7Tp,27) 

+ 6 3 ( M 2 7 , 7 ) (« 2 7 - S2i ~ TTS,27)] 

J e(l/2)(7-25) 

T *27 = — [ £ 3 3 ( M 2 7 , y)(S21 ~ S25 - 7TS>27)]. 
at L-vi,e 

For the bleed valve after the second stage, we have: 

M27 = gbid(M28, A28 - A27, A27b - A27 , p21 - ps21b) 

P2S = P21 *28 = *27 

ps21b is an input to the model. 
The compressor discharge ducting is divided into three ele

ments. Friction losses are present, but no particular form of 
friction loss is assumed. Experimentally identified maps are 
included in the equations to account for this forcing. As in the 
compressor, the dependency of the maps for these elements on 
the areas is neglected. The following equations result: 

XM,3 = m4,dcdl(M3, Re28) 

XP.3 = ms4cd\(M-i, Re2 8) 

X.,3 = m6Mcdi(M3, Re 2 8 ) , 

For the third element, 

XM.36 = m4tdcdi(M36, Re 3 ! ) 

XP,36 = m5idcd3(M36, Re 3 l ) 

X*,36 = m6,dcd3(M36, Re 3 1 ) , 

— M 3i = — : [ 6 i ( M 3 6 , T ) ( M 3 6 - M3i - XM,36) 

dt L36 

+ £i2(M36 , y)(p36 - p3\ ~ XP,3b) 

+ Ci3(M36,, y)(s36 - s31 - Xs,3&)] 

d e<"2>«r!.» 
-JPX = r [ 6 l ( M 3 6 , 7 ) ( M 3 6 - M3) - XM.36) 
dt L36 

+ 6 2 ( M 3 6 , y)(p36 - P3\ - 7Tp,36) 

+ & 3 ( M 3 6 , 7 ) (*36 - S3X ~ XS,36)] 

~ *36 , 
dt L36 

[ 6 3 ( M 3 6 , y ) (>36 - Sn - Xs,36)]-

— M28 = — — 
dt L3 

t 6 i ( M 3 , y ) ( M 3 - M28 - XM,3) 

+ f i 2 ( M 3 , y)(p3 - p2% - xP,i) 

+ £ 1 3 (M 3 , y){s3 - s2i - x, ,3)] 

P3 = [ & i ( M 3 , r ) ( M 3 - M28 - XM,3) 

+ £22(M3, y)(p3 - p2s - xP,i) 

+ &3(M 3 , y)(s3 - s2S - Xs,i)] 

The governing equations for the bleed valve after the ducting 
are given as follows: 

M3 6 = gbid(M37, A37 - A36, A36b - A36, p36 - p.,36i) 

Pn = ^36 ^37 = *36 

ps36b is an input to the model. 
The ducting with combustion has only one element. The areas 

in this component are assumed to be fixed. Hence, this depen
dence in the maps is neglected, and the governing equations 
can be given as follows: 

0M,4 = m4,«fc(M4, Re3 7 , wf) 

4>PA = mUc(M4, Re3 7 , wf) 

4>SA = ^ 6 A ( M 4 , Re3 7 , wf) 

• M 3 7 = — — 
dt L4 

[£11 ( M I , y ) ( M 4 - M37 - cf>MA) 

— ^3 = 
dt Li 

[£33{M3, y)(s3 - 528 - 56,3)]-

For the second element, 

XM.31 = m4idcd2(M31, Re3) 

X/.,3i = «5/fc<n(M31> Re3) 

X».3i = m6idcd2(M3l, Re 3 ) , 

d eW>(T,) 

— M 3 = — [ 6 i ( M 3 i , r ) ( M 3 , - M3 - XM.3I) 
dt Ln 

+ ?i2(M3 1 , y)(p31 - p3 - 'Xp.3i) 

+ Cl3(M3l, r)(*31 - S3 - X.,3l)] 

+ ^12(M4, 7 ) ( p 4 - p 3 7 - <j)pA) 

+ £i3(M4 , y)(s4 - s31 - 4>sA)] 

„(1/2)(J-.,) 

— PA~ 
dt LA 

[ 6 1 (M4, y ) ( M 4 - M37 - XM,4) 

+ ?22(M4, y)(p4 - p31 - 4>pA) 

+ £23(M4, y)(s4 - s31 - <jbs,4)] 

d e ( 1 / 2 ) ( r « ) 

~s4 = ; [ 6 s ( M 4 , y)(s4 - s31 - XSA)]-
at L4 

The turbine consists of two blading stages with heat soak 
effects. The effects of variable guide vane angles are not consid-
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ered in the turbine. As in the compressor stages, the dependency 
of the maps on the areas is neglected in the turbine stages. The 
governing equations are given as follows: 

TTM,45 = m4,«i(M43, N4, Re4, Pr, Nu, TwA - T4) 

7r„,45 = »i5,fci(M45, N4, Re4, Pr, Nu, T„A - T4) 

T.,4S = m6|Bi(M45, N4, Re4, Pr, Nu, TwA - T4), 

U,e = LJI + ^ r 4 e - V - < r « - v ( l +Zj-±ul^ , 

[fii(M4J, -y)(M4J - M4 - 7rM,45) - M 4 = — 
ut L4i,e 

+ 4l2(M45 , 7)G>45 - /»4 ~ 7Tp,45) 

+ Cl3(M45, y ) ( i 4 S ~ *4 - TSl45)] 

rf ed/2)(r4) 
— P45 = —7 [6 l (M45, 7 ) ( M 4 5 - M4 - XM.45) 
at L4U 

+ £22(M45, y)(p4, ~ P A - 7Tp,45) 

+ £23(M45, 7X545 - s4 - nsA5)] 

[ 63 (M 4 5 , 7)(S45 - «4 - *sAs)) ~~ S4$ — "~~"""~~" 
a? Zy45ie 

rff 
TWt = hwA(eT* r-4 - 1) . 

For the second stage we have 

TTM,5 = «i4,rs2(M5, iy45, Re4 3 , Pr, Nu, TwAi - T45) 

fl>,s = ms,ls2(M5, Ni5, Re45 , Pr, Nu, 

^ , 5 = w6i , ,2(M5 , N4i, Re45 , Pr, Nu, T„Ai - T4i), 

i5,e = Ljl + ^ ri5e-A«e-^-V( 1 + 

neglected in the maps. The governing equations in terms of 
experimentally measured maps for the friction are given as 
follows: 

XM,8 = ffi4,d«(M8, Re3) 

XP,» = »«5id„(M8, Re3) 

X*» = ff»M„(M8, Re 5 ) , 

d cC'Wj) 
- M3 = — [£„(M8 , y)(M8 - M3 - XM,8) 
at U 

+ li2(M8, y)(ps - Pi- XPX) 

+ Ci3(M8, 7)(*8 - s5 - xs,s)] 
d er0/2)(r») 

3; Pa = — : [61 (M8, r ) ( M 8 - M3 - XM,S) 
at La 

+ 62(M8 , y) (p 8 - ps- Xp,s) 

+ 63(M8 , 7)(s 8 - ss - x,,a)] 
d e<"»<r,) 
— *s = — : t63(M8 , y)(st - s 5 - x*,s)]-
at Ln 

The nozzle is the last component of the model and consists 
of an isentropic area change, which occurs over a very short 
axial distance. The dynamics in the nozzle are assumed to equil
ibrate quickly and are residualized. The governing equations 
can be given as follows: 

M8 = g„OI(A9 - A8, pt - ps9) 

p9 = pa s9 = i 8 

ps9 is an input to the model. 
The equation for the spool is given as follows: 

JN+ 4 N,pi = *_• e'W*^1'2" V 
dt 7 — 1 

•v _ 1 \-<r+i)/(2(->—1)1 
X M,4( 1 + 1  

M 
4 ' ) ( 1 + 2 T J ' M 0 ' 

d e ( l /2) ( r«> 
— M45 = — : [ 6 1 (M 5 , 7 ) ( M 5 - M43 - irM,s) 
dt Li,e 

+ £i2(M3 , 7 ) ( p 3 - p 4 5 - 7r„,3) 

+ ^i3(M3 , y)(ss - s45 - 7r,,3)] 

d_ _ e (1 /2 ) ( r«> 

dt L3,e 
[ & , ( M 5 , 7 ) ( M 3 - M43 - Xu,s) 

+ &2(Mj, 7 ) ( p 3 - p 4 3 - 7Tp,5) 

+ 6 3 ( M 3 , 7 ) ( i 3 - S4S - 5TS,3)] 

4«(1 + 3T i M | 4) 
+ 1 el4eP2c(l/2)(7-2) 

7 - 1 

x MJI +^-~M{\ 

2 — eA"ep"e(U2HTv) 

y - 1 

X M J I + ^ - M 2 7 ) 

+ —H— e
A«e''»e^mT«) 

7 - 1 

XMsf l +^~M]^\ 

(r+D/[2(T-i)j 

- (T+1) / [2 (T -1 )1 

(T+iy[2(T-i)] 

— s5 = 
dt L3,„ 

t 6 3 ( M 5 , y)(s5 - s4S - 7TS,3)] 
7 - 1 

X M 4 ( l +2—^M2
4\ 

-(r+D/[2(y-l)] 

- rw,4j = hwAi{eT«-T«* - 1 ) . 
at 

The nozzle ducting after the turbine has only one element. 
The areas are constant, hence this dependency is once again 

7 - 1 

xMs(l +Zj^Ml\ ^ 
- (T + 1)/[2(T-1)] 
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Fig. 4 Diagram of generic compression system 

Now, the dimensionless spool speeds for the various maps are 
computed as follows: 

N2 = Nsple
A>ne-y\ 

N25 = NSD]e
A*'2e-T*>2, 

N4 = Nsc 

and 

Nv JW^'V 

The aggregate of the component equations developed above 
represents the system model. A computational flow diagram for 
this model is given in Fig. 5. In this diagram, solid blocks 
represent elements that have dynamics associated with them, 
and dashed blocks represent elements in which dynamics have 
been residualized. All inputs to a dynamic element are required 
in order to do a state update, and all inputs to a static element 
are required to compute the outputs of the static element. Inputs 

that do not originate from any of the blocks are external inputs 
to the model. The states of the model are outputs of the solid 
blocks (dynamic elements). Multiple signal outputs, from vari
ous dynamic elements to the spool or heat soak elements, repre
sent outputs available from the dynamic elements once the in
puts have been obtained; thus, they should not be considered 
as defining the states of the model. Explicit model computation 
requires that all inputs to the dynamic elements can be computed 
without iteration using the initial conditions of the states (out
puts of the dynamic blocks) and the various inputs to the model. 
Critical points for the development of an explicit model occur 
if there are two static blocks next to each other in the computa
tional flow diagram requiring possible iteration to obtain the 
inputs to neighboring dynamic elements. For the generic turbo
jet engine model, there are no points where there are two static 
blocks next to each other. Thus, this model is explicit. If there 
were two static blocks next to each other, and if the equations 
of these two static blocks could not be solved without iteration, 
then one of two steps would have to be taken to develop an 
explicit model. First, the iterative solution of these algebraic 
equations could be done off line and implemented as maps in 
the model. In this case, these blocks are combined to form a 
single static block involving the new maps. Second, the dynam
ics of one of the blocks that have been residualized could be 
retained in the model, making the model explicit. This would, 
however, introduce relatively fast dynamics to the system and 
require an integration routine that can accommodate stiff sys
tems. 

4.2 Linear Model. Since the developed model for the 
generic turbojet is explicit, analytical expressions can be devel-
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Fig. 5 Computational diagram for the generic turbojet engine model 
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oped for the linearized system model as a function of system 
operating condition. The linearized system model can then be 
used to determine the local stability of the system equilibria 
and to design control schemes that locally stabilize the system 
or enhance system damping. 

The development of the analytical linearized system model 
requires that the derivatives of the right-hand side of each dy
namic equation with respect to all states and inputs of the model 
be determined. This procedure is enhanced by the fact that the 
model equations can be put in the compact matrix form: 

x = P(x,u)f(x,u). (2) 

Here, x and u represent the vectors of system states and inputs 
respectively. Consider a system with n dynamic components, 
the matrix form representation of the system equations is: 

The notation, ml, is used to represent the Mach number change 
map across the nth component, and the pressure and entropy 
change maps are similarly defined. 

The matrix, P(x, u), is nonsingular at all system operating 
conditions except when the flow Mach number at steady condi
tion is 0 or 1 in any dynamic component [2] . These two condi
tions are exempted from this analysis. When this matrix is 
nonsingular, the equilibrium conditions correspond to/(jc°, u°) 
= 0. Thus, the linear model for this system can be expressed 
as: 

Sx = P(x°, u°)DJ(x\ u°)Sx + P(x°, u°)DJ(x°, u°)6u. 

The task of computing the linearized model equations is then 
reduced to evaluating the derivatives of the vector/(x, u), with 
respect to the states and inputs of the system. As can be seen, 
this involves, for the most part, simply evaluating the derivatives 
of the maps, mi, tn\ and mk

b for k e {1, . . . , « } , with respect 
to the states and inputs of the system. 

5 Generic Compression System 
In this section, the reduction of the model for the generic 

turbojet engine to form a model for a generic compression 
system is discussed. A model of this type is required for exter
nally driven compression systems commonly found in the chem
ical process industry and externally driven experimental rigs 
built to study the phenomena of surge and rotating stall. 

A diagram of the generic compression system is given in 
Fig. 4. From the generic turbojet engine model, we start by 
eliminating the ducting with combustion and the turbine stages. 

The spool speed, Nspl, becomes an independent input in this 
model since the compressor in the generic compression system 
is externally driven. For this model, points 37 and 4 of the 
generic turbojet engine are equivalent since the ducting with 
combustion is eliminated. Also, the flow temperatures are much 
lower due to lack of combustion, and heat soak effects are not 
considered. Between points 4 and 5 where there is a turbine in 
the generic turbojet engine, there is now another element of 
nozzle ducting. 

A computational flow diagram of this model is given in Fig. 
6. As in the case of the generic turbojet engine model, this 
diagram shows that the generic compression system model is 
explicit. 

6 Thermally Perfect Multiple Species Gas 
In this section, some important computational issues are dis

cussed pertaining to the development of models for the case of 

a thermally perfect multiple species gas using the system of 
equations presented in [2] , The definitions for the dimen-
sionless variables associated with this system of equations can 
be given as follows: 

x = xlL 
t = tIT 

A = In \A/(r2R„irT)] 
L = £/(n/j~f) 
" = uliRjt 

Ps = In (pjp) 
Ts = TjT 
Q = QLKPSJRJF) 
fw = fwD(Rjr) 
f, = f.Li{R*T) 

T„ = gh(T„ xc) = tij(RT) ThA = g ? rha = %± 
oTs dxc 

TK = gR(xc) = R/Rak Tfi,, = — -
oxc 

N=m Re = prf Pr = £ ^ Tw = fJT 
IRfs A* k 

Now, the discretized form of the dimensionless equations for 
unsteady compressible viscous quasi-one-dimensional flow of 
a thermally perfect multiple species gas in the fcth finite element 
of a component can be written as [2] : 

M0 

P i 

MI2)T0 

0 

7 ) 0 

M0 

P i a (Mi 

0 

7 ) 0 

•Sl 0 
Tw,i 0 0 0 1 

d 

dt M„_, = 0 0 0 0 

Pn 0 0 0 0 

s„ 0 0 0 0 
T 
•* IV,( I 

Nspl 

0 0 0 
0 0 0 

0 
0 

0 0 0 

0 0 0 

0 0 0 
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eW2K-
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00 

00 

00 
00 

0 0 

a (M„, r ) 0 0 
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dt 
PsJc — aT(ut, Tsjc-i, XCJ,-J)" Ps.k ~ Ps,k-1 

Ts,k — is , t - i 

mT,i(uk, eA"~i/Lk, Ak - A*_1; Nk-i 
mT,z{uk, eAK-i/Ll, Ak - Ak-t, Nk. 
mTtl{uk, eA*-i/Ll, Ak - Ak-U Nk-,,x, 

•*c*-ii xc,k> fen, Pr, T„jt-i, r,,i-i) 
i! Xcjc-i, xCik, Re^-i, Pr, Tn^~\i 7s.t-i) 
i) xcjc-\-> xc,k> Refc-i> Pr, T„jc~i, Tj^-i) 

+ U d j if, IT d 
"7 Ak + Lk9r(fs,k-i, xCyk-i) — xCk-i, 
dt dt 

(3) 

where aT(uk, TS:k-\, *c,*-i) and $T(TSik-i, xc,it-i) are known 
functions of uk, TS:k-i, and xCik-i defined in [2] . The maps, mT,\, 
mT,2, and mT,3, in these equations account for the forcing terms 
(2,/s, and/„, in the quasi-one-dimensional flow equations. They 
are equal in steady state to the differences uk — uk-lt pSik — 
ps,k-u and Ts,k - TStk-, across the element, respectively. Identi
fication of these functions is discussed further in [2] . 

The first computational issue associated with the development 
of models for this case involves the assumption made in devel
oping this system of equations that the composition of the gas 
is known throughout the system. If this composition is to be 
determined in some way by the current state of the system 
(i.e., composition of the fluid downstream of the combustor is 

determined by the current composition in combustor), a tech
nique must be determined to obtain this information in a manner 
that allows the model to be noniterative. As this technique will 
depend on the specific model, no further discussion is given 
here except to suggest a simple first approximation, which is 
to assume for the model a constant composition upstream and 
downstream of the combustor that does not depend on the cur
rent state of the system. 

The second computational issue of interest involves obtaining 
a fully integrable model, which incorporates the system inputs. 
At the inlet, the system inputs are incorporated in a similar 
manner as for the case of a calorically perfect single species 
gas. At the system exhaust, some modification is required. Equa-
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Fig. 6 Computational diagram for the generic compression system model 

330 / Vol. 117, JULY 1995 Transactions of the ASME 

Downloaded 01 Jun 2010 to 171.66.16.54. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



tion (3) indicates that the state at the exit of a dynamic element 
is ps. This can cause problems if the dynamic element occurs 
where ps at the exit of the element is also a system input (i.e., 
at the nozzle exit plane when the flow is subsonic ). The problem 
arises if the state value and the input are not equal to each other, 
which is not the case in most situations. The simple solution to 
this problem is to have a static element between the dynamic 
element and the discharge plane. Of course, this static element 
must allow ps at the exit of the dynamic element and p., at the 
discharge plane to be unequal. At the exhaust of the generic 
turbojet engine, the nozzle, which consists of an isentropic area 
change, satisfies this constraint as long as the area changes 
across the nozzle. Hence, model development is not hindered 
by this requirement. 

Another computational issue occurs at the mixing plane in a 
turbofan engine where the static pressure is assumed constant 
in the plane. In this case once again, there must be a static 
element between any upstream dynamic element and the ele
ment of the mixing plane that allows ps to vary across it. This 
allows the static pressure in the dynamic element to vary inde
pendently while retaining the condition of constant static pres
sure in the mixing plane. 

Besides these additional computational issues that must be 
considered, model development for the case of a thermally per
fect multiple species gas is performed in the same manner as 
is discussed in this paper for the case of a calorically perfect 
single species gas. 

7 Conclusions and Future Work 
In this paper, a previously developed approach [2] for con

trol-oriented high-frequency turbomachinery modeling was ap
plied to develop one-dimensional unsteady compressible vis
cous flow models for a calorically perfect single species gas in 
a generic turbojet engine and a generic compression system. 
These models were developed so that they can be easily modi
fied and used with appropriate maps to form a model of a 
specific rig. The system models are explicit (i.e., can be solved 
with any standard ODE solver without iteration) due to the 
approach used in their development. The procedure for devel
oping analytical linear models from the nonlinear models was 
discussed. Models of the type developed here are expected to 
prove useful in the design and simulation of (integrated) surge 
control and rotating stall avoidance schemes. 

In a companion paper [ 3 ], the generic compression system 
model given here was successfully applied to the LICCHUS2 

multistage axial compressor rig [3, 40] configured for single-
stage operation. The model shows excellent comparison to ex
perimental data for both open-loop uncontrolled and closed-
loop controlled behaviors. The success of this model is believed 
to represent a positive first step toward a complete experimental 
validation of the approach to control-oriented high-frequency 
turbomachinery modeling being developed by the authors. 

In future work, validated one-dimensional models will be 
developed for both the LICCHUS multistage axial compressor 
rig [40] configured for multistage operation and the LICCHUS 
turbojet engine rig [40] using the generic models developed 
here. Additionally, two-dimensional models that are capable of 
modeling and predicting both surge and rotating stall will be 
developed using this approach with a parallel compressor con
cept. 

References 
1 Badmus, O. O., Eveker, K. M., and Nett, C. N., "Control-Oriented High-

Frequency Turbomachinery Modeling, Part 1: Theoretical Foundations," in: Pro-

2 Acronym for the Laboratory for Identification and Control of Complex Highly 
Uncertain Systems, School of Aerospace Engineering, Georgia Institute of Tech
nology. 

ceedings of the 1992 AIAA Joint Propulsion Conference, AIAA Paper No. 92-
3314, 1992. 

2 Badmus, O. O., Eveker, K. M„ and Nett, C. N., "Control-Oriented High-
Frequency Turbomachinery Modeling: Theoretical Foundations," ASME JOUR
NAL OF TURBOMACHINERY, Vol. XX, pp. YY-ZZ. 

3 Badmus, O. O., Chowdhury, S., Eveker, K. M„ and Nett, C. N„ "Control-
Oriented High-Frequency Turbomachinery Modeling: Single-Stage Compression 
System One-Dimensional Model," ASME JOURNAL OF TURBOMACHINERY, Vol. 
117, 1995, pp. 47-61. 

4 Greitzer, E. M., "Surge and Rotating Stall in Axial Flow Compressors, 
Part 1: Theoretical Compression System Model," ASME Journal of Engineering 
for Power, Vol. 98, 1976, pp. 190-198. 

5 Davis, M. W., and O'Brien, W. F„ "A Stage-by-Stage Post-Stall Compres
sion System Modeling Technique," AIAA Paper No. 87-2088, 1987. 

6 Ffowcs-Williams, J. E., and Huang, X. Y„ ' 'Active Stabilization of Com
pressor Surge," J. Fluid Mech., Vol. 204, 1989, pp. 245-262. 

7 Sugiyama, Y„ Tabakoff, W., and Hamed, A., "J85 Surge Transient Simula
tion," J. Propulsion and Power, Vol. 5, May-June 1989, pp. 375-381. 

8 Tang, G. C , "Basic Features of Speed Induced Transient Behaviour of 
Axial Flow Compressors," ASME Paper No. 90-GT-211, 1990. 

9 Davis, M. , ' 'Parametric Investigation into the Combined Effects of Pressure 
and Temperature Distortion on Compression System Stability,'' Paper No. AIAA-
91-1895, 1991. 

10 Greitzer, E. M„ "Surge and Rotating Stall in Axial Flow Compressors, 
Part 2: Experimental Results and Comparison With Theory," ASME Journal of 
Engineering for Power, Vol. 98, 1976, pp. 199-217. 

11 Stenning, A. H., "Rotating Stall and Surge," ASME Journal of Fluids 
Engineering, Vol. 102, 1980, pp. 14-21. 

12 Fasol, K. H., "Recent Experiences With Modelling and Simulation of 
Some Industrial Plants," Israel J. Technology, Vol. 17, 1979, pp. 207-216. 

13 Macdougal, I., and Elder, R. L., "Simulation of Centrifugal Compressor 
Transient Performance for Process Plant Applications," ASME Journal of Engi
neering for Power,, Vol. 105, 1983, pp. 885-890. 

14 Wenzel, L. M., and Bruton, W. M„ "Analytical Investigation of Nonrecov-
erable Stall," Technical Memorandum 82792, NASA, Feb. 1982. 

15 Hosny, W. M., Bitter, S. J., and Steenken, W. G., "Turbofan Engine 
Nonrecoverable Stall Computer-Simulation Development and Validation," AIAA 
Paper No. 85-1432. 

16 Chung, K„ Leamy, K. R., and Collins, T. P., "A Turbine Engine Aerody
namic Model for In-Stall Transient Simulation," Paper No. AIAA-85-1429,1985. 

17 Steenken, W. G., "Turbofan Engine Post-instability Behavior: Computer 
Simulations, Test Validation, and Application of Simulations," in: Engine Re
sponse to Distorted Inlet Flow Conditions, AGARD-CP-400, 1987. 

18 Epstein, A. H., Ffowcs-Williams, J. E., and Greitzer, E. M., "Active 
Suppression of Aerodynamic Instabilities in Turbomachines," J. Propulsion and 
Power, Vol. 5, 1989, pp. 204-211. 

19 Ffowcs-Williams, J. E., and Graham, W. R., "Engine Demonstration of 
Active Surge Control," ASME Paper No. 90-GT-XX, 1990. 

20 Gysling, D. L., Dugundji, J., Epstein, A. H., and Greitzer, E. M., ' 'Dynamic 
Control of Centrifugal Compressor Surge Using Tailored Structures," ASME 
Paper No. 90-GT-XX. 

21 Pinsley, J. E., Guenette, G. R., Epstein, A. H., and Greitzer, E. M., "Active 
Stabilization of Centrifugal Compressor Surge," ASME Paper No. 90-GT-XX. 

22 Hosny, W. M., Leventhal, L., and Steenken, W. G„ "Active Stabilization 
of Multistage Axial-Compressor Aerodynamic System Instabilities," ASME Pa
per No. 91-GT-403, 1991. 

23 Badmus, O. O., Nett, C. N., and Schork, F. J., "An Integrated Full-
Range Surge Control/Rotating Stall Avoidance Compressor Control System," 
Proceedings of the 1991 American Control Conference, June 1991. 

24 Moore, F. K., "A Theory of Rotating Stall of Multistage Compressors, 
Parts I—III," ASME Journal of Engineering for Power, Vol. 106, 1984, pp. 313 -
336. 

25 Moore, F. K., and Greitzer, E. M., "A Theory of Post-Stall Transients in 
Axial Compression Systems: Part 1, Development of Equations; Part 2, Applica
tion," ASME JOURNAL OF TURBOMACHINERY, Vol. 108, 1986, pp. 68-76; 1986, 
231-239. 

26 Moore, F. K., "Stall Transients of Axial Compression Systems With Inlet 
Distortion," J. Propulsion and Power, Vol. 2, 1986, pp. 552-561. 

27 Paduano, J., Valavani, L., Epstein, A. H., Greitzer, E. M., and Guenette, 
G., "Modeling for Control of Rotating Stall," presented at the 29th IEEE Confer
ence on Decision and Control, 1991. 

28 Paduano, J., "Active Control of Rotating Stall in Axial Compressors," 
PhD thesis, Massachusetts Institute of Technology, Cambridge, MA, 1991. 

29 Bonnaure, L., "Modelling High Speed Multistage Compressor Stability," 
Master's thesis, Department of Aeronautics and Astronautics, Massachusetts Insti
tute of Technology, Cambridge, MA, 1991. 

30 Dugundji, J., Gamier, V. H., Epstein, A. H., Greitzer, E. M., Guenette, 
G., Paduano, J., Silkowski, P., Simon, J., and Valavani, L., "A Progress Report 
on Active Control of Flow Instabilities: Rotating Stall Stabilization in Axial 
Compressors," AIAA Paper No. 89-1008, 1989. 

31 Simon, J, S., and Valavani, L., "A Lyapunov Based Nonlinear Control 
Scheme for Stabilizing a Basic Compression System Using a Close-Coupled 
Valve," in: Proceedings of the 1991 American Control Conference, 1991. 

32 Day, I. J., "Active Suppression of Rotating Stall and Surge in Axial 
Compressors," ASME JOURNAL OF TURBOMACHINERY, Vol. 115, 1993, pp. 4 0 -
47. 

Journal of Turbomachinery JULY 1995, Vol. 1 1 7 / 3 3 1 

Downloaded 01 Jun 2010 to 171.66.16.54. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



33 Liaw, D. C , and Abed, E. H., ' 'Stability Analysis and Control of Rotating 
Stall," in: Proceedings of the 2nd IFAC Nonlinear Control Systems Design Sym
posium, June 1992. 

34 Greitzer, E. M„ "Review-Axial Compressor Stall Phenomena," ASME 
Journal of Fluids Engineering, Vol. 102, June 1980, pp. 134-151. 

35 Holman, J. P., Heat Transfer, 6th ed„ McGraw-Hill, New York, 1986. 
36 Schreier, S., Compressible Flow, Wiley, New York, 1982. 
37 Davis, M. W., " A Stage-By-Stage Post-Stall Compression System Model

ing Technique: Methodology, Validation and Application," PhD thesis, Virginia 
Polytechnic Institute and State University, 1986. 

38 Kimzey, W., "An Analysis of the Influence of Some External Disturbances 
on the Aerodynamic Stability of Turbine Engine Axial Flow Fans and Compres
sors," Tech. Rep. TR-77-80, Arnold Engineering Development Center, 1977. 

39 Ward, G. G„ "Compressor Stability Assessment Program (Techniques 
for Constructing Mathematical Models of Compression Systems and Propulsion 
Systems)," Tech. Rep. TR-74-107, Vol. II, Air Force Aero Propulsion Labora
tory, Dec. 1974. 

40 Nett, C. N., "LICCHUS Experimental Facilities Summary: September 
1991 (Months 1-18)," Oct. 1991. Videotape presentation, available from School 
of Aerospace Engineering, Georgia Tech, 120 min. 

41 Emanuel, G., Gas Dynamics: Theory and Applications, AIAA, New York; 
1986. 

42 Oates, G. C , Aerothermodynamics of Gas Turbine and Rocket Propulsion, 
AIAA, Washington, DC, 1988. 

43 Cohen, H., Rogers, G. F. C , and Saravanaamuttoo, H. I. H., Gas Turbine 
Theory, 3rd ed., Longman Scientific & Technical; Wiley, 1990. 

44 French, M, W., ' 'Development of a Compact Real-Time Turbofan Engine 
Dynamic Simulation," SAE Tech. Rep. 821401, 1982. 

45 Ballin, M. G., "A High Fidelity Real-Time Simulation of a Small Turbo-
shaft Engine," Tech. Rep., NASA TM 100991, 1988. 

46 Krikelis, N. J., and Papadakis, F., "Gas Turbine Modelling Using Pseudo-
Bond Graphs," Int. J. Systems Science, Vol. 19, No. 4, 1988, pp. 537-550. 

47 Dwyer, W. J„ "Adaptive Model-Based Control Applied to a Turbofan 
Aircraft Engine," Master's thesis, Massachusetts Institute of Technology, Cam
bridge, MA, 1990. 

A P P E N D I X A 

Analytical Component Models 

In this appendix, analytical models for various components 

are given. While some of the equations in these models become 

quite complicated, they can be implemented as precomputed 

maps for simplification when used in a developed model. 

A.l Ducting Without Combustion. Analytical maps for 

this component are developed by first obtaining an analytical 

or experimentally measured expression for the change in total 

pressure. For the Fanno flow case discussed in [1, 2 ] , we could 

use: 

Pk ~ Pk-\ = ~4cf 

LkyMj 

D 2 

where cf is the skin-friction coefficient and D is the dimen-

sionless hydraulic diameter [41]. The maps for the change in 

M and s are then computed by using conservation of mass and 

energy to obtain the following: 

Mk. 1 + 
1 

= eyk yk-ie' k 

- ( •y+l ) / [2(y- l ) ] 

M j 1 + 

- ( T + l ) / P ( y - l ) ] 

plotted in Fig. 1. Using these relations, the maps m4, m5, and 

m6 required in [1] can be given as: 

m5 = -4cf 

LkyMl 

D 2 

m4 = Mk -/co„(ccon) 

where 

cc„„ = e - ^ W . M * ! 1 + 2—1 M? 
-(r+D/PO-Dl 

m6 = 
y - 1 

(ms). 

Note that if m5 = 0, this component corresponds to an isen-

tropic area change: 

m 4 = Mk -fadCac) 

where 

- ( r+ i ) / [2<T- i ) l 

Cac = eA^-iMk(\ +2—1 M2 

m5 = 0 

m6 = 0. 

The function fac(cac) is plotted in Fig. 1. 

A.2 Ducting With Combustion. An analytical form of 

the maps for this component can be developed for the kth 

element as follows: 

Wk-i + Wf= Wk 

pk = 1TbPk-\ 

Wk~\CPTk-\ + WfCpTf + r]bhfWf = wkcpTk, 

where irb, the burner pressure loss, rjb, the burner efficiency, and 

hf, the heat release of the fuel, are experimentally determined 

constants [42, 4 3 ] . Also, VP/is the fuel mass flow, and Tfis the 

temperature of the fuel. In terms of dimensionless variables, 

the maps for the fcth element become: 

<Ps,k = 2 In 

where 

ck,\
 = 

4>P,k = In [trh] 

- ( - c * , i + Vc*2,, + 4) 7 - 1 
\>P,k 

wf(e
Tf~ 1 + T]„hf) 

ye^-^-'e+r-'Mkl 1 + 
y - 1 

Mi 
- ( r + l ) / [ 2 ( y - l ) l 

and 

or 

where 

and 

1*1*;— 1 Jcon \ ^con ) > 

e T ' n / r V i U 1 + 

$k ~ **r-l 

^ M J 

7- 1 

- ( T + l ) ' B ( r - l ) l 

(Pk ~ Pk-i)-

The map/con(ccon) is identical to the map/ a c(co c) , which is 

<l>M,k = M* - / c o „ ( c t , 2 ) , 

where/con(cco„) is the same as fac(cac) plotted in Fig. 1, and 

wf 

Ck-2 y + gV'ZHt, ,4+[(7-1)/7W>p tl> 

X M»| 1 + 2—1 Ml 

- (y+ l ) / [2 ( r - l ) J 

The definitions of 7}, hf, and wf are: 

h. 7}=ln(f A / = - 3 L _ , and Wf=»'f**?^ 
cpTk-[ pk_lAk^l 
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A.3 Heat Soak. The maps for this component can be 
modeled analytically using standard heat transfer analysis [35]. 
There are two types of heat transfer considered here, namely 
conduction and convection. For conduction between the flow 
and the wall/blade, the model in discretized form is 

and 

' ( Ty,Jt- f*-,), 

where q is the heat transfer rate per unit volume, Aw,k-: is the 
surface area of the wall, and LwJc-\ is the length of the wall. In 
terms of dimensionless variables this can be given as 

cfa2 = eA* "'-'" 

MJ 1 + ^ M l 
- ( y + D / P t y - l ) ] 

1 + yM2
k 

Equation (4) can be precomputed and implemented as the two-
dimensional functional relation: 

Mfc_i —fhs(Chsi, chs2). 

Also, 

Q = 
« * - , P r ( r - 1) 

(e7 1), 

where here 

R e n — ok-^yRfk-\Lw,k-\ Pk 
RTk-iH 

For convection between the flow and the wall/blades, the model 
can be given as: 

q = hAw,k-i(TW: JV-i), 

where h is the convection heat transfer coefficient. In terms of 
dimensionless variables we obtain 

Q = 
Nu e"V*-i V i y 

(e7 
- 1), 

Rk-tPr(y - 1) 

where the Nusselt number, Nu, is defined as 

Nu = •— . 
k 

The convection model for heat soak effects is commonly used 
in turbomachinery modeling [44, 14, 45, 46, 47] . 

The maps required for this element can be developed by 
starting with the following dimensional equations: 

Wk-i = Wk, 

j5*_,(l + yMU) =pk(\ + y M | ) , 

and 

Wk-iCpT^, - k "'* (7V! - fwjk-i) = wkcpTk. 

These equations are cast into dimensionless form to give the 
following for the feth element: 

Mt_,| 1 +^—[-MU 
-(T+1)/[2(T-1)] 

1 + 7 M L l 

Cfcl 

where 

M*-i( 1 + - — - M 2 -

eA».k-i Ak-i[\ 

-(T+I)/[2(-y-l)] = chs2, (4) 

C),s\ 
Rk-i Pr 

Pk = Pk-\ + In 

and 

Sk = *t-i + In 1 -

1 + y M ^ i 
1 + yM2

k 

Chs\ 

Mt_,| 1 +1 -MU 
y 

7 - 1 

y 
In 

- ( r + W B ( r - i ) ] 

1 + yMU 
1 +yM2

k 

If the convection model of heat transfer is used, the equations 
above are the same except that in this case 

Chs\ 

Nu e V r V ! [ l - e(^.»-,-^-,)] 

Re4_, Pr 

Using these relations, the maps m4, mit and m6 required in [1] 
can be given as: 

m5 = In 

m4 = Mk - fhs(chsU chs2) 

1 + y[fhs(chll, c f a2)]2 

1 + yM2
k 

m6 = In 
Chsl 

M*-, 1 + ^ M L , 
-(T + l ) / [ 2 ( y - l ) ] 

y - 1 

y 
m5. 

A.4 Nozzle. Analytical equations for the nozzle are devel
oped here. First, the exhaust Mach number, M<,, is calculated 
using the input pse as follows: 

M„ r e [ ( r - 1 ) / , y ] ( p e - p „ ) _ 11 _ 

y - 1 

Of course, since the nozzle is a converging nozzle, the maxi
mum value of Me is 1, which must be considered in model 
computation. If this limit condition does occur, the exhaust 
plane static pressure will not be that given by the input pse. 
Instead, it is given by: 

Psep Pe y-^il+i^l 
7 - 1 

Once Me is computed, the equations for an isentropic area 
change, given earlier, are used to complete the model of the 
nozzle. 

A.5 Abrupt Area Change With Incurred Total Pressure 
Losses. Analytical expressions for an abrupt area change are 
given here. Experimentally observed conditions for this process 
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can be expressed for the kth element of a discretization with 
the following equations in dimensional form: 

M t _ i — / s P i ( c s p ] ) , 

where 

and 

wk-l = wk, 

Ps,k-\ = Ps.k> 

Tlc-1 = Tk. 

•v _ 1 \ - ( r+D/[2( r - i ) l 
csol = « " . . r V . M n | 1 + 1 — Ml <-sPi - e «.' « - ' i v i M ( i T iv±M 

_ i \ - ( 7 + i ) / P ( r - i ) ] 
+ eA*3~Ai-<Mka[ 1 + - M2

ka 

These equations are then cast into dimensionless variables to 
give the following: 

M t 1 + 7 ^Mti = cW.Mfc./l + 7 * Ml 

Also, 

and 
2 *- -y 2 

which can be solved for M*_i to get the general function 

where 

Pk,2 — Pk,\ —P*-l> 

Sk,2 — *t,l — sk-l • 

Caac = eA* A'->MkJl + 
1 

As can be seen, the function /sp, is identical to fac, which is 
already plotted in Fig. 1. 

A.7 Bleed. Analytical expressions for the bleed are given 
here for the kth element in a discretization: 

M2. M*- i = / S p l ( c 8 p i ) 

Also, where 

Pk = Pk-i + 
y - 1 

• I n 

1 +2 1 M 

1 + ^ M t , 

T, _ 1 \-<?+l)/[2(T-l>] 
csp, = e ( W , > M t ( 1 + ^ - M * 2 

^ _ 1 \-(y+l) /[2(y-l)] 

and 

J* = **-i - In 

1 + ^ M ^ 

l +2LZJL M L 

The func t ion /^ (c^ ) is plotted in Fig. 2. For reverse flow in 
this component, when the flow is essentially static after the area 
increase, the flow can be modeled as an isentropic area decrease 
with the equations given earlier. 

A.6 Flow Splitting. Analytical expressions for flow split
ting are given here. Experimentally observed conditions for this 
component are listed in dimensional form as follows: 

Wk-l = Wk,\ + ™k,2, 

Pk-\ = Pk,\ = Pk,2> 

Pk — Pk-l sk — **-l 

Pk,b = Pk-l sk,b = • S i - 1 -

Here, the subscript k — 1 refers to flow entering the component, 
the subscript k refers to the main flow leaving the component, 
and the subscript k,b refers to the bleed flow leaving the compo
nent. The bleed Mach number, Mkib, must also be calculated 
using the input pski> as follows: 

Mk,= [ei(y-WyKpkib-pAii,) _ i ] 

r - i 

and 

Tk-i — Tk,\ — Tkt2, 

where subscript k — 1 denotes the flow entering this element, 
k,\ denotes the flow leaving the element in the first stream, and 
k,2 denotes the flow leaving the element in the second stream. 
These equations are cast into dimensionless variables to give 
the following: 

M, L * - l 1 + J-^MU 
-(r+i)/[2(T-i)] 

- eA*.rA*-iMn( 1 + -Ml 
-(y+l)/[2(T-l)] 

.Of course, since the bleed valve is a converging nozzle, the 
maximum value of Mk:b is 1, which must be considered in model 
computation. 

A.8 Mixing. Analytical expressions for mixing are given 
here. In terms of dimensional variables, we have: 

W t- i , i + Wt-1,2 = Wk 

Psk-1,\ ~ Psk-l2 = Psk 

Wk-\,\Cptk-\,\ + Wk-iaCpTk-U2 = WkCpfk, 

where the subscript k - 1, 1 represents the flow entering from 
the first stream, k — 1, 2 represents the flow entering from the 
second stream, and k represents the flow leaving in a single 
stream. In terms of dimensionless variables, the following ex
pression can be developed: 

1 + 2 - I I I M 2 _ U 

M L I I + e2(''-u~Vi,i»e2(fi-i,2-',n,i> • 

+ e^. . -V,M t 2 ( 1 + 2 l-ul 
-(T + 1) / [2(T-1)] y - 1 

which can be solved for M*_i to give the general function: 

e[(r-.)/yKpt_1,2-^M)/'1 +2 lMlUi\ - 1 
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x e t-(rny7]<P,_ a-p t_u> + /nfVij^Hj-p,. 

y - \ 
eK*-»/»KiV.l,,-lV1.1>( 1 + 2 -M 2- , . , 

X (c<
1'2><7i-u-J'*-i.i> + c-("2)(Ii-i,j-7 't-i,i») 

- 1 

between the wall and two different flows, for example if there 
is a heat exchanger or a wall between core flow and bypass 
flow in a turbofan. In these cases, there is another term in the 
equations for the wall temperature. For the conduction model 
this becomes 

dt 
Twi-i = Me7*-.. '"7-*-, - 1) + *Ha(«r*-'a-r«.»-' - 1), 

and for the convection model we have 

c2<V-Vu>M?( 1 + - -Ml 

This can put in terms of a map as follows: 

M t_i,i =/ r aix(Pt-l,2 — Pk-l,l> xk-l,2 ~ •S<t-l.l) M i , 

At-1,2 ~ At-l,l> Ak — A l - u ) . 

Once Mt_i,i has been computed, the remaining variables can 
be computed as follows: 

- 7 V , = /i„„(e; 

at 
fc-1,1 i v , * - l - 1) + ^(e 7 ' ' - ' - 2 " 7 - ' - ' - 1), 

where Tk-\,\, kwi, and ft„,, are associated with the first flow, and 
Tk-1,2 > ^^2. and ft„2 are associated with the second flow. 

A.10 Spool. An analytical expression for the power bal
ance on the spool is given here. Across the y'th compressor 
stage, the power added to the flow from the spool is given by 

M t - i j 

g[<r-i>/i'](/Vi,2-'>i-u>( i + y - -Mt, . . )- l ] 

l+1~Ml-U 

Pk = Pt-l,l + In 

1 + 3L^LM2 

Tk = Tk- + 2 In [M*-I.I( 1 + 3 L - i M 2 _ u 

-(•y+l)/[2(y-l)] 

+ eA*-i,2-A*-i.ig''*-i,2-''*-i,ie("2>(7'»-u~,*-i,i>Mt_i 

X ( 1 + ^-z-^-M2 
*-l,2 

-(7+l)/12(-y-l)) 

2 In 

2 

eAk~Ak-i,iepk~i't-i,>Mk 

X I 1 + 1-—^ Ml 
-(r+i)/[2(r-i)]' 

Pcs.j - wCSJcPcs.TCSJ Vcs,j-\ CPa,j-l C*J-

and across the feth turbine stage, the power extracted from the 
flow by the spool is given by 

PtsJk ~ ®aJt-lcpaJt-\PtsJt-l ~ ^ls,kcplsjTis,k-

The equation for the power balance can then be given as: 

JN—= - z, (wcsjCPaJTcsj - wCSJ-lcPcs._lTCSJ-l) 
at j _ ( 

n 

+ ??m X (ftojt-iCp^Tut-i - w,SikcPajtsM), 
k=\ 

where J is the spool inertia, and r\m is a mechanical efficiency 
factor which accounts for the effects of spool friction. In terms 
of dimensionless variables we have: 

jw«pi — Nspi = - X 
dt j _ , 

r 1— e\„lePc„ie^TajMcsj 

x 1 + 
- (T+D/PCy-D l 

A.9 Wall/Blade Metal. An analytical expression for the 
dynamics of the wall/blade metal temperature is given here. 
Based on the conduction model for the heat soak effects, the 
following equation in dimensional form can be used [35]: 

" W - 1 Cw,k-1 ,~ •» w,k-1 

at 

d a, _ , A„ji-i 
lw.k-\ — K ~Z (Tk-[ — T„jc-i), 

where mw,k-\ is the mass of the metal in the wall/blade, and 
c»,,t_i is the specific heat of the metal. In terms of dimensionless 
variables, this equation becomes: 

dt 
Tw,k-\ — kw,k-\(e

 k 
1), 

where kwjt-i = (TkAwj,-i)/(.mwj!-iCwjt-iLwjt-l). If the convection 
model for heat soak effects is used, the following equation for 
the wall/blade temperature can be used: 

Tw,k-i = hWJl-i(e
Tk-rT..k-, - l ) , 

where h„Jt-1 = (HiA„,,,i-1)/('
JW-iC,v.*-i)-

The equations above for the wall temperature assume that 
there is only heat transfer between the wall and a single fluid 
flow. There are some cases in which there can be heat transfer 

y - 1 
e A „ ^ l e ^ J _ , e ( l / 2 ) 7 ' „ J _ l M ^ . _ 

x ( i + ^Y^- M - J -

-(•y+l)/[2(7-l)r 

*=1 

-2— eA-.'-1«'-.*- .e
(1/2)r-.*-' M,s*_, 

. 7 - 1 

X I 1 + 2 — - M2,t_, 
-(•y+l)/l2(r-i)] 

r - l 

X I 1 + ^ — i MJU 
-(•y+l)/ [2(T-l) ] 

where Nspl = Nt and J = JlPpiyRT)*12. Now, the dimen
sionless spool speed at the inlet of a compressor stage is simply: 

and similarly for a turbine stage. 
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The Structure of Tip Clearance 
Flow in Axial Flow Compressors 
Detailed measurements of the flow field in the tip region of an axial flow compressor 
rotor were carried out using a rotating five-hole probe. The axial, tangential, and radial 
components of relative velocity, as well as the static and stagnation pressures, were 
obtained at two axial locations, one at the rotor trailing edge, the other downstream of 
the rotor. The measurements were taken up to about 26 percent of the blade span from 
the blade tip. The data are interpreted to understand the complex nature of the flow in 
the tip region, which involves the interaction of the tip leakage flow, the annulus wall 
boundary layer and the blade wake. The experimental data show that the leakage jet 
does not roll up into a vortex. The leakage jet exiting from the tip gap is of high velocity 
and mixes quickly with the mainstream, producing intense shearing and flow separation. 
There are substantial differences in the structure of tip clearance observed in cascades 
and rotors. 

Introduction 
The flow field in the tip clearance region of a turboma-

chinery rotor is complex due to interaction of leakage flow, 
annulus wall boundary layer, and the blade boundary layer 
(or wakes). A survey of literature and the correlations used 
by the industry are given in the von Karman Institute Lecture 
Series (1985). Most of the earlier basic research was confined 
to cascades and it is only recently that several attempts have 
been made to understand this flow through comprehensive 
measurement in a compressor rotor (Hunter and Cumpsty, 
1982; Pandya and Lakshminarayana, 1983; Inoue et al, 1986; 
Inoue and Kuroumaru, 1989; Murthy and Lakshminarayana, 
1986; Lakshminarayana et al, 1990; Cho et al., 1990; Goto, 
1992; Moyle et al., 1992). The configuration and the flow 
variables for various compressors used in the tip clearance 
flow studies by several investigators are tabulated in Table 1. 
No attempt will be made in this paper to compare the results 
from other compressors as the configuration and loading 
differ widely. Whenever possible, attempts will be made to 
compare qualitative trends observed by various investigators. 

The objective of the present study is to measure the 
three-dimensional flow field in the tip clearance region of a 
rotor, and derive a detailed understanding of the flow struc
ture in this region. None of the previous investigators, with 
the exception of Inoue et al. (1986), Inoue and Kuroumaru 
(1989), Hunter and Cumpsty (1982), Goto (1992), and Lak
shminarayana et al. (1982), have acquired data on all three 
components of velocity. The emphasis of the present investi
gation is to acquire comprehensive data at the trailing edge 
and downstream of a compressor rotor in the tip clearance 
region and to resolve such issues as roll-up (if any) of the 

Contributed by the International Gas Turbine Institute for publication 
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Headquarters October 1993. Associate Technical Editor: H. Lukas. 

leakage flow into a discrete combined vortex, the nature of 
three-dimensional velocity and pressure field, generation of 
vorticity by leakage flow and the nature and magnitude of 
flow losses. 

The leakage flow, in simulated cascades with tip clearance, 
rolls up into a discrete vortex near the suction surface. Some 
of the investigators have observed similar phenomena in 
rotors (e.g., Inoue et al. (1986), Inoue and Kuroumaru (1989)). 
But other investigations reveal that the leakage flow diffuses 
before it has a chance to roll up into a discrete combined 
vortex. This is one of the issues to be addressed in this paper 
in addition to a detailed understanding of the structure of 
the flow. The earlier measurements at Penn State were 
carried out with a Laser Doppler Velocimeter and a kiel 
probe and only two components of velocities were resolved 
near the design flow coefficient and at two different tip 
clearances (Lakshminarayana et al., 1990; Murthy and Lak
shminarayana, 1986). The present measurement is carried 
out at the peak pressure rise coefficient, with a miniature 
five-hole probe. 

Experimental Facility, Technique, Program, and Mea
surement Error 

The measurements reported in this paper were performed 
in a single-stage axial flow compressor facility. The compres
sor stage consists of an inlet guide vane row followed by a 
rotor row and a stator row. The number of blades in these 
three rows is 43, 21, and 25, respectively. The hub/annulus-
wall diameter ratio of the facility is 0.5, with the annulus-wall 
diameter equal to 0.939 m and the blade tip diameter of 
0.932 m. All radii are nondimensionalized by the tip radius 
(R = 1 at the annulus wall). Hence the tip of the blade is 
located at R = 0.9925. The average tip clearance of the rotor 
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is 3.5 mm,1 or A (based on chord) of 2.27 percent, or r (based 
on blade height) of 1.52 percent. The measurements at lower 
tip clearances and other blade loading are reported by Lak
shminarayana et al. (1990). The blade section at the rotor 
blade tip corresponds to a NACA 65 series, where the chord 
length is 15.41 cm, blade spacing 14.12 cm, maximum thick
ness, 5.1 percent of chord, stagger angle 45.0 deg, and 
maximum camber 8 percent of the chord. _ 

The operating conditions are: inlet velocity, Wxl, 25.4 m/s; 
flow coefficient jj> (based on tip speed) of 0.513; stage load
ing coefficient t// (based on tip speed) of 0.514; blade tip 
speed t/tip is 49.8 m/s and rotor speed is 1020 rpm. This 
operating condition is the peak pressure rise coefficient and 
is higher than the operating condition for which earlier data 
were reported (Lakshminarayana et al., 1990). The measured 
data are compared with earlier data, by Lakshminarayana et 
al, (1990), which were taken at a_flow coefficient 4> of 0.56 
and a stage loading coefficient ijj of 0.4864. The operating 
conditions for the two experiments are shown in Table 1. The 
radial distributions of velocity, absolute and relative pres
sures at the inlet (0.73 chord upstream) are shown in Fig. 1. 
The annulus wall boundary layer thickness is about 8 percent 
of the blade span. 

The facility is equipped with a rotating-probe traverse 
mechanism that permits a circumferential traverse to be done 
while the rotor is in motion. The circumferential stepping is 
0.0166 deg/step which represents 1032 steps per blade pas
sage. A rotating five-hole probe (1.65 mm dia) was employed 

Tip clearance height quoted as 5 to 5.5 mm in the earlier paper 
(Lakshminarayana et al., 1990) is erroneous. The largest tip clearance 
height employed in the Penn State program is 3.5 mm. 

for the measurement of the flow downstream of the rotor. 
The output from the transducer is carried from a rotating 
frame to a stationary frame through a mercury slip-ring unit. 
The data were processed using the technique developed by 
Treaster and Yocum (1979). 

The measurements were carried out at two axial stations, 4 
percent chord downstream and 64 percent chord downstream 
(X = 1.04 and X = 1.64) of the trailing edge. At X = 1.04, 
the measurements were performed at 15 radial stations and 
54 tangential locations (in one passage) at each radial station. 
At this axial station, the radial measurement station nearest 
to the casing wall was at R = 0.9883 and the one farthest 
from the casing wall was at R = 0.9095. No data were taken 
in the tip clearance region R = 0.9925 to 1.0, due to mechan
ical limitations of the rotating probe. At X = 1.64, the mea
surements were performed at 17 radial stations and 27 tan
gential locations at each radial station. At this axial station, 
the radial measurement station nearest to the casing wall was 
at R =. 0.9787 and the one farthest from the casing wall was 
at R — 0.8701. Hence the data represent a comprehensive 
survey involving about 800 data points at X = 1.04 and 460 
data points at X = 1.64 in about 20-26 percent of the span 
within the tip region. 

A review of the various methods of estimating five-hole 
probe measurement errors is given by Sitaram (1983). The 
wall and blade vicinity effects are negligible, as the probe was 
located at least three diameters away from the annulus wall. 
The probe alignment is accurate to within ± 1 deg, and the 
probe calibration is accurate to ± 0.5 deg, hence the yaw and 
pitch angle accuracy is about ±2 deg. The probe alignment 
in the yaw direction is varied to improve the accuracy of yaw 
angle measurement while the alignment in the pitchwise 
(spanwise) direction is fixed. Hence, the measurement in the 

c = chord length 
CP- = static pressure rise X - distance from rotor lead

coefficient (Eq. (5)) ing edge normalized by 
h •• = blade height axial chord at tip (0.109 <A = = mass-averaged stagnation 

N •• = number of rotor blades m) pressure rise coefficient 
( = 2 1 ) Y- = tangential distance mea (normalized by pU2/2) 

P ' = static pressure sured from wake center 4> = -• passage (mass) averaged 
"OR ' = relative stagnation pres normalized by local blade stagnation pressure rise 

sure normalized by spacing (Y is positive on coefficient (normalized 
P • Ut

2/2 suction side and negative by pU,2/2) 
PS = pressure surface on the pressure side) fe = -- relative stagnation pres
P0 = absolute stagnation pres a •• = relative pitch angle; mea sure loss coefficient 

sure (normalized by sured from the axisym- (Eq. (8)) 
pU,2/2) metric surfaces 

<*>x = = axial vorticity (Eq. (3)) 
R = radius normalized by a = relative airflow (yaw) an

annulus wall radius gle; measured from the Subscripts 
(0.4695 m) axial direction A = = absolute frame of refer

r,0,x = radial, tangential, and r = circulation = S(Wei ence 
axial coordinates -we2) «,«, = = atmosphere, far up

s = spacing = 2irr/N A = lOOf/c stream 

ss = suction surface v •• = kinematic viscosity 1,2 = = rotor inlet and exit 
t = tip clearance height P = fluid density h, t = = hub, tip 

u = blade speed T = lOOt/h r, 6,x = = components in r, 8, and 
V = absolute velocity/t/, <t> = mass-averaged flow coef x directions 

wx,we,wr 
= relative axial, tangential, ficient (based on Ut) R = = relative frame of refer

and radial velocity com 4'A = absolute pressure rise ence 
ponents normalized by coefficient (Eq. (6)) s,p = = suction and pressure sur
the blade-tip speed 
(49.8 m/s) 

fe = Euler pressure rise 
coefficient (Eq. (7)) 

face 

w = relative velocity <fo! = relative stagnation pres Superscripts 

w 
'sec 

= secondary velocity (Eq. sure coefficient = 2(PRl ~~ = blade-to-blade mass 
(2)) - WP^ average 
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Table 1 Various configurations used for tip clearance flow study In a compressor rotor 

Hunter & 
Cumpsty(1982) 

Inoue (1989, 

1986) 

Clio, et al. 

(1990) 
Lakshminarayana, 

et al. (1990) 

Lakshminarayana 

(present) 

G o t o (1990) 

* 0.28 to 0.49 0.5 NA 0.56 0.513 0.459 

* 
0.15 to 0.39 0.4 NA 0.486 0.514 0.38 to 0.43* 

N rpm 525 1300 1380 1080 1020 500 

Flow 
Turning 
Angle 
(Design) 

8.2° (camber 

angle) 
6.8 • NA 16" 16 • 26.5 • 

(camber 

angle) 

Blading C4 N A C A 6 5 NACA 65 NACA 65 NACA 65 C4 

t / h percent 0.22 to 3.06 0.56 to 5.6 2.2 1.1 and 1.52 1.52 0.57 to 2.43 

Reynolds 
Number 

4.4 x 10' to 
5.0 x 105 (based 

2.4 x 105 NA 5.3 x 105 5.0 x 10' 3.1 x 10' 
(based on 

WC, 
( '-) on relative inlet relative inlet 

velocity} velocity) 

Configuration rotor alone (no inlet 

swirl, low inlet 

turbulence level) 

rotor alone (no 

inlet swirl, low 

inlet turbulence 

level) 

rotor alone (no 

inlet swirl, low 

inlet turbulence 

level) 

with IGV 

(inlet swirl and 

high inlet turbulence 

level) 

with IGV 

(inlet swirl and 

high inlet turbulence 

level) 

rotor alone 

Data only exit flow data only exit flow data only exit flow data data inside and exit 

of rotor passage 
only exit flow data only exit 

flow data 

NA Not available; *Tolal-to-static pressure rise coefficient. 

'0.50 

Fig. 1 Radial distribution of rotor inlet flow properties (x = - 0.73) 

high pitch angle region (> 35 deg) is not accurate. The error 
due to turbulence effect is estimated to be 0.33 percent on 
the total velocity, based on 10 percent turbulence intensity. 
The probe is calibrated for the same range of Reynolds 
numbers as the values encountered in the experiment, hence 
this error is negligible. The error due to probe blockage and 
probe stem is included in the calibration data. Since the 
probe is a miniature five-hole probe, the spatial error is small 
(displacement effect 5 = Q.21d = 0.35 mm). The error due to 
pressure and velocity gradients (based on typical data at the 
tip) is estimated to be less than 1 percent on the pressure and 
velocity. Hence the cumulative error (maximum) on the total 
velocity is estimated to be less than +1.33 percent. The 
maximum radial velocity reported in this paper is 4-5 m/s, 
which is small compared to the total velocity. Thus the error 

LEAKAGE INTERACTION REGION: 
Very low velocity, Very low 
stagnation pressure region 

s&zz-— r- "" " \t 

^i^yy 
R = 0.9925 

No measurements 

acquired in this region 

Fig. 2 Schematic of leakage flow and its interaction with the main 
flow 

in radial velocities is higher than the error in the axial and 
tangential components. 

All the velocities are normalized by blade tip speed Un 
pressures by pU,2/2. The passage average properties are 
defined by 

^•D'WI H0.5 . 
WrdY 

-0.5 

where ^ = W8, Wr, ipL, fa, t//A, ipE (1) 

Total and Axial Velocity 
A schematic describing the nature of leakage flow derived 

from the data reported in this paper is shown in Fig. 2. The 
blade tip is immersed within the annulus wall boundary layer, 
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Fig. 3 Total velocity distribution at x = 1.04 and x = 1.64 

hence the leakage jet penetrates deep into the passage be
fore diffusing and interacting with the main flow. The leak
age jet moves farther toward the pressure surface due to the 
blade motion. The leakage jet, located in the highly viscous 
region, tends to diffuse rapidly. The resulting interaction and 
mixing region has very low velocities and stagnation pressure 
and behaves like a separated zone. This region is shown in 
the shaded area. This region of low stagnation pressure and 
velocity tends to entrain fluid from regions away from the tip 
region resulting in outward flow in this region as shown in 
Fig. 2. The data presented below confirm the flow physics 
shown in Fig. 2. In an inviscid flow, the leakage jet and the 
mainflow, which are of similar magnitudes but at widely 
differing angles, tend to roll up quickly into a vortex. 

A three-dimensional plot of the total relative velocity is 
shown in Fig. 3. In this and subsequent figures, Y = 0 at the 
trailing edge (or blade wake centerline) and Y is negative on 
the pressure side and positive on the suction side. Dominant 
influence of leakage flow is evident from this figure. Unlike 
those in a cascade, the interaction region is closer to the 
pressure surface. The data presented later indicate that the 
flow at X = 1.04 in the region 0.96 < R < 0.98 and Y = -0.3 
to — 0.5 has very low velocities and exhibits the characteristic 
features of separation. The wake edge velocities are low on 
this pressure side. The influence of leakage is felt as far as 
R = 0.93. On the other hand the velocities on the suction 
side are generally higher, with relatively high velocities at the 
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Fig. 4 Contours of Iso-axlal velocity (Wx) at x = 1.04 and x = 1.64 

edge of the suction surface wake. The interaction region is 
located near midpassage, closer to the pressure side indicat
ing the influence of blade motion. The flow redistribution 
from X = 1.04 to X = 1.64 is very rapid and dramatic. The 
wake decays very rapidly in the region R > 0.900 and the 
flow becomes nearly axisymmetric. This is unlike cascade 
where the decay of leakage vortex and its influence is much 
slower and felt far downstream. 

The contours of iso-axial velocity at X = 1.04 and 1.64 are 
shown in Fig. 4. At X = 1.04, the blade-to-blade distribution 
of axial velocity is highly nonuniform, especially in the outer 
10 percent of the span, becoming nearly uniform (except in 
the wake) at R = 0.91. In addition, a substantial region 
closer to the pressure surface near the tip, has zero axial 
velocity. The interaction between the leakage flow and the 
main flow will result in low velocities regions as shown in 
Figs. 2-4. Further evidence of this phenomenon will be 
presented later. Higher axial velocities are observed near the 
suction surface in the tip region, while the velocities are 
lower near the pressure surface. In general, the blade-to-blade 
distribution of Wx in the tip region shows high axial velocities 
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Fig. 5 Comparison of radial distribution of passage-averaged axial 
velocity (IV,) at <f> = 0.51 and <ft = 0.56 

near the edges of the wake, decreasing to low values near the 
midpassage. There is no evidence of interaction between the 
wake and the leakage flow at X = 1.04. The wakes are 
distinct at X = 1.04. These results are similar to the data 
reported at lower loading (cf> = 0.56), with the same clear
ance, by Lakshminarayana et al. (1990), but the magnitudes 
of axial velocities are generally lower for the higher loading 
case. 

Considerable mixing occurs downstream of the rotor, in
cluding the wake-leakage flow interaction between X = 1.04 
and 1.64. The flow becomes nearly uniform at X = 1.64, with 
no trace of low velocity region observed at X — 1.04. In 
addition, the wake in the outer 10 percent of the span has 
mixed out completely. 

The passage average axial velocity at X = 1.04 and X = 
1.64 is shown compared with earlier data at X = 1.0 and 
(j) = 0.56 in Fig. 5. The annulus wall boundary layer is well 
behaved very close to the tip at X = 1.04 (R = 0.97 to 0.99), 
but considerable distortion is observed in the outer layer 
(R = 0.92 to 0.97). Two distinct profiles are observed: The 
inner region of the annulus wall boundary layer shows a 
rather smooth distribution with high velocity gradients, and 
the outer layer has distorted velocity profile. The axial veloc
ity distribution at lower loading (<t> = 0.56) with the same tip 
clearance shows very similar distribution and behavior, but 
the axial velocities are generally higher than the present case 
and the boundary layer and momentum thicknesses are lower. 
As the flow progresses downstream {X = 1.64), the annulus 
wall boundary layer grows rapidly and the interaction region 
and the wake disappear giving rise to a smooth velocity 
distribution. Comparing the passage mean axial velocities 
with those at inlet (Fig. 1), it is clear that the axial velocities 
inside the annulus wall/boundary layer are substantially re
duced, with appreciable increase in the boundary layer growth 
from inlet to exit. 

Relative Tangential Velocity and Yaw Angles 
The contours of iso-relative tangential velocities are shown 

in Fig. 6. These distributions are similar to the iso-axial 
velocity contours shown in Fig. 2. The leakage flow phe
nomenon, shown schematically in Fig. 2, is confirmed by this 
plot. The relative tangential velocities are low at X = 1.04 in 
most of the leakage flow interaction region. This does not 
necessarily mean a higher flow turning angle, as the axial 
velocities are also very low in these regions. The flow is 
underturned in most of these regions as observed later. The 
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Fig. 6 Contours of iso-relative tangential velocity at x = 1.04 and 
x = 1.64 (the numbers denote tangential velocity, W„) 

axial and relative tangential velocity components are very low 
(Figs. 4 and 6) in the tip region (R = 0.94 to 0.99) and this 
region extends to nearly half the blade passage width near 
the midpassage. The core of the interaction region, where 
both the axial and the relative tangential velocities are nearly 
zero, covers nearly 30 percent of the passage from R = 0.95 
to 0.99 (about 8 percent of span). Very high relative tangen
tial velocities occur near the edges of the wake, and there is 
no evidence of wake-leakage flow interaction at X = 1.04. As 
the flow progresses downstream (X = 1.64), the low relative 
tangential velocity region mixes out rapidly with the main
stream to provide nearly uniform relative tangential velocity 
distribution, especially in the tip region. 

The blade-to-blade distribution of We, plotted in Fig. 7, 
clearly reveals the influence of leakage flow. The relative 
tangential velocities are high near the blade surfaces and 
reach their lowest values at about 30 percent of the passage 
width from the pressure surface. The influence of leakage 
flow is evident across the entire passage, away from the blade 

340 / Vol. 117, JULY 1995 Transactions of the ASME 

Downloaded 01 Jun 2010 to 171.66.16.54. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



CONTOURS OF ISO-YAW ANGLE AT X= 1.04 

-0.50 -0.30 -0.10 0.10 0.30 0.50 
i.oo r 

0.99 

A'"* 0.98 

M\ 0.97 
» °ct> 

0.96 

Fig. 7 Blade-to-blade distribution of relative tangential velocity 
(W„)at x = 1.04 

surfaces and wake regions, extending to almost 14 percent of 
span from the tip. The blade wakes are distinct up to the 
blade tip. 

Iso-contours of relative yaw angles are shown in Fig. 8. 
The plot at X = 1.04 shows the dramatic effects of the 
leakage flow in the tip region from 7? = 0.96 to 0.99, Y = 
-0.3 to -0.5 (in the shaded area marked in Fig. 2). In this 
region, the flow is nearly tangential (in absolute frame) and is 
separated (as evident from Fig. 4) with very low axial, relative 
tangential, and radial velocities. Flow is underturned in all 
regions away from the blade tip, with no indication of the 
presence of a strong leakage vortex; where one would en
counter both underturning and overturning of the flow in the 
vortex region, as reported in a cascade (Lakshminarayana 
and Horlock, 1967, Fig. 24b). The mixing of the main flow 
and the leakage jet, which are at different angles, results in 
flow separation. The evidence presented later indicates that 
the vorticity is not high in this region, and there is no 
substantial static pressure variation. This seems to indicate 
that the leakage flow has not rolled up into a strong vortex at 
X = 1.04. The relative flow angles are low near the edge of 
the wake at X = 1.04, indicating that the flow is well be
haved near both surfaces. The relative flow angles achieve 
design values at R = 0.96 near the blade surfaces, and near 
the midpassage at R = 0.92. 

As the flow progresses downstream (X = 1.64), the sepa
rated region, wake flow, and the leakage flow mix out almost 
completely, resulting in uniform relative angle distribution 
across the passage in the tip region (Fig. 8). The flow is 
underturned in the entire region from R = 0.92 to 0.99. The 
leakage flow and interaction region mix and spread out 
across the entire passage, with no substantial inward move
ment. In many simulated cascades, the leakage vortex is 
observed to move inward downstream, influencing larger 
spanwise regions. In the present case, the leakage vortex is 
not observed, and the influence of interaction between the 
main flow and leakage jet does not spread substantially 
inward. The passage-averaged values of yaw angle, shown 
plotted in Fig. 9, confirm this conclusion. The passage-aver
aged values of yaw angle at X = 1.04 and 1.64 are shown 
compared with the earlier data at X = 1.00 and <\> = 0.56. 
The underturning of the flow is lower at all radial locations 
at lower loading. The average relative flow yaw angles in
crease as the flow progresses downstream from X = 1.04 to 
1.64. The average underturning angle near the tip (R > 0.985) 
remains nearly the same, indicating that the inner layer of 
the annulus wall boundary layer is not disturbed. Major 
changes in average underturning angle occurs from R = 0.94 
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Fig. 8 Contours of Iso-yaw angle at x = 1.04 and x = 1.64 (the 
numbers denote yaw angle, 0, in deg) 

to 0.98. Near the trailing edge, the underturning angles are 
nearly identical at both loadings, except at the very tip 
(R > 0.98). 

Radial Velocity 
Iso-radial velocity contours are shown in Fig. 10. At X = 

1.04, the radial velocity is outward everywhere from R = 0.91 
to R = 0.98, except a small region near the suction surface. 
Inward radial velocities are observed at the blade tip from 
R = 0.985 to R = 0.99. The radial flow is predominantly 
outward (indicated by positive values) outside the separated 
region (Figs. 4 and 10) and very small in the interaction or 
nearly separated region. The interaction of the leakage flow 
with the main flow tends to entrain fluid from the regions 
away from it. This is evident from R = 0.95 to 0.97, Y = 
-0.10 to -0.30 (near the pressure surface). The radial 
velocities are small in other regions. The radial velocities are 
generally lower near the suction surface from Y = 0.1 to 0.5. 
The absence of significant radial inward velocity elsewhere 

Journal of Turbomachinery JULY 1995, Vol. 117 / 341 

Downloaded 01 Jun 2010 to 171.66.16.54. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



UJ O 

33 

n X = 1.04 + = 0.51 
O X - 1.64 + - 0.51 
* X = 1.00 * = 0.56 

° n o A E « ° , 

0.88 0.92 0.94 
R 

Fig. 9 Comparison of radial distribution of passage-averaged yaw 
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indicates that the leakage flow has not rolled up to form a 
discrete vortex, a conclusion contrary to those drawn by other 
investigators (e.g., Inoue et al., 1986). 

As the flow progresses downstream, the radial velocity 
across the passage becomes uniform across the passage due 
to rapid mixing of the leakage flow, separated flow, and the 
wake flow, except near the inner radius (Fig. 10). The maxi
mum radial velocities measured is about 7 percent of the 
blade tip speed, decreasing to negligible values near R = 0.87. 

Secondary Flow and Axial Vorticity 
The secondary velocities in the r-0 plane are derived from 

the measured data by estimating the design flow angle (blade 
angle at outlet plus the deviation angle based on empirical 
correlations) and the measured pitch and yaw angles. Using 
this procedure, the secondary velocities were derived from 
the equation 

W rWr + nW„ (2) 

where Wr is the radial velocities measured and reported 
earlier, and Wn is the velocity normal to the streamwise 
direction (estimated as indicated above). These velocity com
ponents are shown in Fig. 2. The secondary velocity vectors 
(Wsec) provide valuable information on the leakage and the 
shear-induced secondary flows. The secondary velocity vec
tors derived from the data are shown in Fig. 11 for X = 1.04 
and X = 1.64. 

At X = 1.04, the flow in the tip region (R = 0.98-0.99) is 
dominated by leakage flow with very little trace of secondary 
flow induced by the shear gradients. The secondary flow is 
predominantly radial, with large outward velocity, near the 
outer edge of the interaction or separated region. It should 
be emphasized here that the values of W„ are based on an 
empirical correlation for the deviation angle, and this is an 
estimated value. Hence the magnitude and the direction of 
Wn, especially when these values are low, should be viewed 
with caution. The secondary velocity vectors near the suction 
surface Y = 0.0 to 0.5 are usually small, and are of the same 
order of magnitude as the accuracy of measurement and 
estimation. The data at X = 1.64 indicates that Wn is signifi
cantly reduced at this station, with no appreciable decrease 
in radial velocities, except near the suction surface. The 
secondary velocity is outward everywhere, except in the tip 
region, where the annulus boundary layers are three dimen
sional (or skewed), with substantial velocity in the normal 
direction. 
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Fig. 10 Contours of Iso-radial velocity at x = 1.04 and x = 1.64 
(the numbers denote radial velocity, W,) 

Axial and Tangential Vorticity 
The axial vorticity is calculated from the measured data 

using the equation 

1 

dr 
{rWe) 

dWr 

~d6 (3) 

where We and Wr are the local relative tangential and radial 
velocities and 6 is the tangential direction. The measurement 
program includes direct (as opposed to the derived values) 
measurement of Wr and We at a large number of r and 6 
locations. Hence the axial vorticity can be calculated accu
rately. Furthermore, no attempt is made to derive the 
streamwise vorticity as it involves gradients of dWJdr where 
Wn is based on an estimated design flow angle. Hence, only 
axial vorticity can be derived with confidence. The axial 
vorticity is related to the magnitude of the streamwise vortic
ity, induced by secondary and leakage flows. Furthermore, it 
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Fig. 11 Secondary velocity vectors (nWn + rW,) at X = 1 .04 and 
x = 1.64 

provides conclusive evidence on the presence, if any, of a 
leakage vortex. The contours of iso-axial vorticity, shown in 
Fig. 12, are based on vorticity generation inside the rotor 
given by 

<»x = 0>x2 ~ W * l ( 4 ) 

where w is the inlet axial vorticity. The vorticity is nondi-
mensionalized by 211. 

The iso-axial vorticity (o>x) plot shows some very interest
ing features at X ~ 1.04. The vorticity has moderate values 
in the separated or interaction region. Very high values of 
vorticity occur from R = 0.965 to 0.975 in the passage from 
Y = 0.31 to 0.39, located close to the midpassage. The main 
contribution to the vorticity comes from dWe/dr, which is 
large in this region (Fig. 6). This is probably caused by the 
interaction of the high-speed leakage jet with the main flow. 
Sudden reversal of the vorticity seems to confirm this hypoth
esis. The vorticity in the wake is of the same order of 
magnitude as the vorticity in the separated region. 

As the flow progresses downstream (X = 1.64), the magni
tude of axial vorticity decreases to very small values, espe
cially in the leakage interaction regions. The jet mixing 
region as well as the separated regions have mixed out 
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Fig. 12 Contours of iso-axial vorticity at x = 1.04 and x = 1.64 (the 
numbers denote (o>x 12it)) 

completely to provide very low values for the axial vorticity. 
But, axial velocity has increased substantially from R = 0.91 
to 0.93, where high radial gradients in tangential velocity are 
also observed (Fig. 6). This may have been caused by the 
radial outward flow inside the wake in this region. 

The relative tangential vorticity can be approximated by 

swx 
e dr 

The gradient dWr/dx is neglected. This gradient may be 
much smaller than the gradient dWx/dr. Nevertheless, an 
evaluation of approximate co0 for this flow provides addi
tional information on the vorticity field and evidence on the 
presence or absence of the leakage vortex. The values of we 
are shown plotted in contour form in Fig. 13. The data in this 
plot are similar to the axial vorticity. The axial and tangential 
vorticity are low in the tip clearance region and high values 
occur near the midpassage in the region of R = 0.93-0.97. 
This again confirms lack of well-developed vortex system. 

To check the hypothesis about the absence of a leakage 
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vortex, an attempt was made to assess the magnitude of shed 
vorticity due to the gap. This is related to the difference in 
circulation between the design values and the measured 
values, shown in Fig. 14. The actual (measured) values are 
based on the data at X = 1.64 and 2.097 using the actual 
(measured) inlet relative tangential velocity and the mass-
averaged exit relative tangential velocity. This is an approxi
mation and assumes two dimensionality in the flow. Hence 
the magnitude of T is plotted only to support the hypothesis. 
The design values are based on the measured inlet We and 
the outlet WBl based on the blade outlet angle. The far 
downstream values are based on the measurement at A" -
2.097, where the flow is nearly axisymmetric. It is clear that 
the circulation drops only in the outer 2-3 percent of the 
span from the tip. This is consistent with the data (at differ
ent loadings and tip clearance) presented earlier 
(Lakshminarayana and Pandya, 1984 (Fig. 6); Lakshmi-
narayana and Murthy, 1988 (Fig. 16); Sitaram and Lakshmi-
narayama, 1983 (Fig. 21)). The analysis of the data quoted in 
the earlier papers by the Penn State groups are based on the 
blade static, laser, and hot-wire measurements near the tip 
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Fig. 14 Radial distribution of circulation 

region. These data have been used to derive the magnitude 
of the retained lift or circulation in the tip region. All the 
earlier data as well as the present data (with larger tip 
clearance) indicate no noticeable decrease in lift or circula
tion along the blade; most of the decrease is confined to 
about 2-3 percent of the blade span from the tip. The value 
of T near the tip is about 20-30 percent less than the design 
values. This again confirms the retained lift concept intro
duced by Lakshminarayana and Horlock (1967). 

Static Pressure Rise and Stagnation Pressure Rise 
Coefficient 

The static pressure rise coefficient is defined by 

Pi~P\ CP = 

\?U? 
(5) 

Iso-contours of Cp are plotted in Fig. 15. It is evident from 
the Cp contours at X = 1.04 that the exit static pressure and 
the static pressure rise are nearly uniform across the passage, 
except in the wake, decreasing gradually toward the inner 
radius. Contrary to velocity and stagnation pressures, which 
vary substantially from blade to blade in the tip region, the 
static pressure is fairly uniform. The static pressure variation 
in the separated and the interaction zone (Fig. 2) is very 
small. On the basis of this, it is concluded that the leakage 
flow has not rolled up into a discrete vortex to form a core 
(solid body rotation), where the static pressures are likely to 
be much lower. 

The measured stagnation pressure rise coefficient is de
fined by 

and the ideal pressure rise is defined by the Euler's equation 

2U(Ve2 - Vei) 
$E = 

u.2 (7) 

The difference between the two (<j/A - ipE) is a measure of 
the aerodynamic loss. The highest value of <pA occurs at the 
location where relative velocities are also minimum. Higher 
values also occur within the wake, where the relative veloci
ties are low. These large values are caused by viscous and 
mixing effects. The relative velocities are reduced through 
the viscous dissipation of the relative kinetic energy. The 
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CONTOURS OF ISO-STATIC PRESSURE RISE AT X=1.04 

CONTOURS OF ISO-STATIC PRESSURE RISE COEFF. AT X=1.64 
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Fig. 15 Contours of iso-static pressure rise coefficient at x = 1.04 
and x = 1.64 (the numbers denote static pressure rise coefficient, 
Cp) 

mechanism causing such a high pressure rise is different from 
that caused by the flow turning, an inviscid effect. Such a 
phenomenon has been measured by many. A measure of how 
efficiently this pressure rise occurs is revealed by the Euler 
pressure rise coefficient and the difference between the two. 
The Euler pressure rise also shows very high values in the 
interaction region; the maximum difference (tf/A - i/<£) was 
found to be as high as 40 percent in the interaction region. 
Hence the pressure rise achieved through pure viscous and 
mixing effects is very inefficient. 

A proper measure of the pressure rise is the passage 
(mass) averaged values, as the axial velocities are very low or 
zero in regions where the stagnation pressure rise is high. 
The passage average values are based on Eq. (1) with A = ipA 
or i//£. The radial distribution of passage-averaged pressure 
rise coefficient is plotted in_Fig. 16. This plot shows a more 
realistic distribution of the tyA, which is nearly constant along 
the radius, their values decreasing as the flow proceeds 
downstream. On the contrary, the passage-averaged Euler 
pressure rise near the tip is very high, and nearly constant 
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Fig. 16 Radial distribution of j>assage-averaged measured and 
Euler pressure rise coefficient (t[tA, i//E) at </> = 0.51 

from X = 1.04 to X = 1.64. The difference, ~tyE - ljiA, repre
sent the losses, which are very high near the tip. 

Stagnation Pressure Loss Coefficient 
The stagnation pressure loss coefficient, based on the 

equation 

is shown plotted in contour form in Fig. 17. The loss coeffi
cient defined by Eq. (8) and the difference between (i//E - ipA) 
are found to be nearly identical, as they should be. At 
X = 1.04, very high losses in relative stagnation pressure are 
evident in the interaction zone and these are much higher 
than the loss coefficients in the wake region. The losses near 
the pressure surface (midpassage to pressure surface) are 
generally much higher than the losses in the corresponding 
region on the suction side, except in the tip region from 
R = 0.97 to 0.99, where the magnitudes are similar. Down
stream of the trailing edge (X = 1.64), the loss core in the tip 
region tends to mix out, providing nearly constant losses 
across the passage, with the exception of wake region, which 
extends from R < 0.9. 

Blade-to-blade variations of the loss coefficient at five 
typical radii are shown in Fig. 18 to demonstrate the complex 
nature of loss distribution. Close to the tip, R = 0.9883, the 
losses are nearly uniform, except very near the suction side, 
where the radial outward flow has washed away the low 
energy region and converted it to other parts of the passage. 
Slightly away from R = 0.9883, the losses decrease substan
tially very near the suction side, but remain high everywhere 
else. At the lowest radius (R = 0.9095), the wake losses 
dominate the flow field. This tends to confirm the schematic 
nature of flow field shown in Fig. 2. The leakage flow 
emanating from the gap travels farther into the passage, 
mixing with the mainstream closer to the pressure surface. 
This sets up substantial radial outward flow near the suction 
surface as well as near the interaction region. The radial 
outward flow near the suction surface tends to energize the 
fluid in this region, decreasing the boundary layer growth and 
the wake width. Hence the leakage flow has a beneficial 
effect on the suction side. This is contrary to the phenomena 
observed in cascades, where the vortex tends to roll up near 
the suction side, causing considerable losses and flow separa
tion. Furthermore, absence of a discrete and well-defined 
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Fig. 18 Blade-to-blade distribution of pressure loss coefficient 

CONTOURS OF ISO-PRESSURE LOSS COEFFICIENT AT X=1.64 

- 0 . 5 0 - 0 . 3 0 - 0 . 1 0 0.10 0.30 0.50 

0.99 

U.9/ 

0.95 

0.93 

0.91 

0.89 -

0.87. 
- 0 . 5 0 

0.99 I ? 

5 ° 
G c 0.97 

0.95 

0.93 

0.91 

87 
-C.30 -0.10 

PS Y SS 

Fig. 17 Contours of iso-pressure loss coefficient at x = 1.04 and 
x = 1.64 (the numbers denote pressure loss coefficient, c/<L) 

loss core region at X = 1.04 seems to indicate the absence of 
a combined vortex, where very high losses occur within the 
core with solid body rotation. 

The passage-averaged stagnation pressure loss coefficient 
is plotted and compared with the earlier data at 4> = 0.56 
(with the same tip clearance) in Fig. 19. The losses are higher 
for the higher loading case. At X = 1.04, <f> = 0.51, the losses 
increase rapidly from R = 0.96 to 0.99. As the flow pro
gresses downstream, the loss core tends to mix out, increas
ing the losses at inner radii and decreasing it in the outer 
radii. One of the interesting observations is the similarity in 
the radial distribution of losses at <j> = 0.51 (taken with a 
five-hole probe) and <f> = 0.56 (taken with a kiel probe). Both 
of_them show discontinuity in the radial loss gradient 
(di//h/dr). For example, both distribution show reduced losses 
near R = 0.98. This may be the location of the peak velocity 
in the leakage flow jet. The mixing would be intense in the 
periphery of the leakage jet, initially, before the main flow 
starts interacting with the core of the leakage jet. It is also 
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Fig. 19 Comparison of radial distribution of passage-averaged 
e g pressure loss (ifiL) at <t> = 0.51 and <j> = 0.56 

evident from this plot that the loss near the tip doubled when 
the flow coefficient decreased from 0.56 to the peak pressure 
rise condition at <j> = 0.51. 

Discussion and Conclusions 
There are substantial differences in the structure of tip 

clearance flow observed in cascades and rotors. In cascades 
(Lakshminarayana and Horlock, 1967; Storer and Cumpsty, 
1991), the leakage flow rolls up into a discrete vortex, which 
is located near the suction surface and slightly inward from 
the tip. This increases the peak suction pressures on the 
blade and introduces very high losses with a discrete loss core 
located close to the suction surface. Inoue et al. (1986) 
provided detailed data near the tip region and observed the 
presence of a discrete vortex. One possible difference be
tween this experiment and the present data is that Inoue's 
data are from a rotor alone configuration with very low 
turning, but comparable blade speed. It is possible that inlet 
swirl, high turbulence, and high blade loading present in the 
author's experiment cause intense mixing of the leakage jet 
before it had a chance to roll up into a discrete vortex. 
Inoue's data clearly show both the underturning and over
turning regions in the flow, near the tip, but the present data 
reveal no such features. The leakage jet issuing from the gap 
is of high velocity and mixes rapidly with the mainstream. 
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Intense mixing between these two dissimilar and high-speed 
jets, with widely varying flow angle, produce intense shearing 
and flow separation, which is consistent with Storer and 
Cumpsty's (1991) remarks. Similar conclusions can be drawn 
from the data reported by Goto (1992). Hence the formation 
of a vortex depends on various parameters, some of which 
are: configuration (single stage, multistage, cascade, rotor 
alone), inlet flow turbulence and the annulus wall boundary 
layer thickness, the difference in magnitude and direction of 
the velocity in the leakage jet and in the mainstream flow, 
blade speed, and stagger angle. These are in addition to the 
widely accepted parameters such as tip clearance height, 
Reynolds number, Mach number, thickness of the blade, 
blade loading, etc. In a recent paper, Moyle et al. (1992) 
express similar doubts about the role of tip leakage vortex, 
but their results, based on casing pressure data alone, are not 
conclusive. 

The data by Hunter and Cumpsty (1982) show some of the 
features described in the present experiment. But there are 
substantial differences in the structure of tip clearance flow 
between the two experiments. It should be remarked here 
again that Hunter and Cumpsty's experiment is rotor alone 
configuration, with low turbulence and lower loading (Table 
1). Neither the present data nor Hunter and Cumpsty's 
(1982) data show large radial inward flows near the tip region 
measured by Inoue in his rotor. This seems to confirm the 
absence of a Rankine type of combined vortex in a realistic 
configuration. One of the objectives of this investigation was 
to resolve discrepancies in the phenomena reported by vari
ous authors, and the present measurement program was 
designed to cover data on a very detailed experimental grid 
to resolve this issue. The absence of a discrete Rankine 
combined vortex in this configuration has been clearly estab
lished. The flow in a multistage environment should be closer 
to these data than the flow in a cascade. 

Based on the data reported in this paper, a schematic of 
the structure of tip clearance flow in an axial flow compres
sor can be drawn, as shown in Fig. 2. The leakage jet 
emerging from the tip clearance travels toward the pressure 
surface. The mixing of this high-speed leakage jet with the 
main flow, both of which involve large flow angle changes at 
the interface, produces a separated region as shown in Fig. 2. 
This separated region entrains fluid from across the passage 
as well as from the lower radii. This region has very low axial, 
tangential, and radial velocities, and the losses are very high. 
The radial flow is outward everywhere in the tip clearance 
region, with the exception of the region very close to the tip 
of the blade and at inner radii near the suction surface. 
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Numerical Simulation of Tip 
Clearance Effects in 
Turbomachinery 
The numerical formulation developed here includes an efficient grid generation 
scheme, particularly suited to computational grids for the analysis of turbulent turbo-
machinery flows and tip clearance flows, and a semi-implicit, pressure-based compu
tational fluid dynamics scheme that directly includes artificial dissipation, and is 
applicable to both viscous and inviscid flows. The value of this artificial dissipation 
is optimized to achieve accuracy and convergency in the solution. The numerical 
model is used to investigate the structure of tip clearance flows in a turbine nozzle. The 
structure of leakage flow is captured accurately, including blade-to-blade variation of 
all three velocity components, pitch and yaw angles, losses and blade static pressures 
in the tip clearance region. The simulation also includes evaluation of such quantities 
as leakage mass flow, vortex strength, losses, dominant leakage flow regions, and 
the spanwise extent affected by the leakage flow. It is demonstrated, through optimiza
tion of grid size and artificial dissipation, that the tip clearance flow field can be 
captured accurately. 

Introduction 
Tip leakage flows are an important source of unsteadiness 

and three dimensionality of the flow in turbomachines, while 
contributing significantly to loss of efficiency and useful work 
in turbomachines. They have therefore been the subject of many 
studies. The earliest contributions to the quantification of the 
effects of tip leakage flows were based on analytical and semi-
empirical approaches, e.g., Lakshminarayana (1970), Lakshmi
narayana and Horlock (1965), and more recently, Moore and 
Tilton (1988), and Chen et al. (1991). 

Although a large number of numerical models of fluid flow 
have been published, their applications to the complex flows 
encountered in turbomachinery bladerows have had mixed suc
cess (Lakshminarayana, 1991). In a general sense, the purpose 
of the present paper is to contribute to the knowledge of the 
approximations inherent in numerical models, to consider ways 
in which to improve the efficiency and accuracy of the models, 
and to demonstrate the usefulness of such a model in under
standing the physical phenomena involved in complex turboma
chinery flows, especially the tip clearance flows. 

In the present development, concepts that are common in 
time-marching methods have been introduced into the SIMPLE 
type formulation to improve its accuracy significantly. The most 
significant extension to the SIMPLE type methods is in the 
direct use of artificial dissipation terms. The effect of the artifi
cial dissipation is demonstrated quantitatively for a number of 
internal flow cases (Basson, 1992). 

The numerical model developed here and the new grid topol
ogy developed earlier (Basson et al., 1993), are applied in an 
investigation of the tip leakage vortex in a turbine nozzle blade-
row. This phenomenon was chosen, in the first place, to test 
the ability of the model to capture such complex flow structures, 
but also to gain a better understanding of the physical phenom
ena involved in the origin, development, and decay of the tip 
leakage flows. The complexity of the flow, and the associated 
strong gradients in flow properties, limit the ability of experi
mental investigations to quantify the flow structure fully. By 
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Ohio, May 24-27, 1993. Manuscript received at ASME Headquarters March 17, 
1993. Paper No. 93-GT-316. Associate Technical Editor: H. Lukas. 

necessity, numerical solutions are of a more global nature, thus 
allowing more detailed investigations of the physical phenom
ena involved. 

Numerical Technique 
The numerical scheme employed for the investigation of the 

tip clearance flow discussed here is the extension of the SIMPLE 
scheme (Patankar, 1980). The scheme differs from previous 
SIMPLE-type schemes (e.g., Rhie and Chow, 1983; Hah, 1984; 
Pouagare and Delaney, 1986; Bansod and Rhie, 1990; Hobson 
and Lakshminarayana, 1991) in its use of central differencing 
of the convective terms with direct addition of artificial dissipa
tion. In the extensive review by Patankar (1988), no reference 
is made to SIMPLE schemes that include artificial dissipation 
terms directly. SIMPLE type methods commonly use schemes 
such as the powerlaw and quadratic upwind schemes, which 
include artificial dissipation indirectly, as demonstrated by Bas
son and Lakshminarayana (1994). The direct inclusion of arti
ficial dissipation terms is more common in methods that can be 
termed "time-marching" (e.g., Pulliam, 1986). 

In the tradition of semi-implicit methods, the momentum, 
energy, and turbulence equations are considered to be specific 
cases of a general convection-diffusion scalar transport equa
tion. The resulting form, for a steady flow and an isotropic 
diffusion coefficient in generalized coordinate systems, is given 
by 

d{PJG,<t>) d(pJG2<t>) d(pJG3<t>) 

d£ Or] 8C, 

The following second and fourth-order artificial dissipation 
terms are added to the right-hand side of Eq. (1): 
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The central difference scheme used here is unstable when 
solely used for the convection term for high Reynolds number 
flows. The main reason is that the central differencing is not 
dissipative and the physical viscous terms cannot damp the error 
at high wave numbers, even in viscous flow computations with 
small grid spacing (Kunz et al., 1993). 

Higher order upwinding schemes used in the time-marching 
methods are generally more accurate than the first-order upwind 
scheme, but inherently include certain amount of artificial dissi
pation (Pulliam, 1986). Basson and Lakshminarayana (1994) 
showed that the more accurate QUICK scheme (Leonard, 1979) 
is equivalent to central differencing plus third-order and fourth-
order dissipation. Thus, the disadvantage of these higher order 
upwind schemes is the lack of control on the amount of numeri
cal dissipation. In the scheme developed here, a second-order 
and a fourth-order artificial dissipation term are added explicitly 
to control the numerical dissipation (Eq. (2)) . 

The use of a nonstaggered grid will introduce pressure solu
tions that have decoupled odd and even grid points. In order to 
circumvent this problem, Rhie and Chow (1983) proposed a 
pressure-weighting scheme to link the odd and even grid points. 
Basson and Lakshminarayana (1994) has proved that this 
scheme is equivalent to addition of a fourth-order artificial dissi
pation to the pressure correction equation with proper coeffi
cients. The original pressure-weighting method has too much 
dissipation and this affects the accuracy of the solution. There
fore, in the present work, a 20 to 30 percent value of the original 
pressure weighting is used to provide a smooth pressure field. 

Second-order dissipation terms have a stronger smoothing 
effect than fourth-order dissipation terms, because the second-
order dissipation terms are sensitive to nonzero second deriva

tives, thus opposing variations from linear distributions. The 
fourth-order dissipation terms only react to nonzero fourth de
rivatives, thus allowing distributions represented by cubic or 
lower order polynomials. The smoothing effects of fourth-order 
dissipation terms are therefore less severe than those of second-
order dissipation terms. 

The advantage of the inclusion of these terms directly, rather 
than indirectly through one-sided differencing schemes, is that 
the amount of artificial dissipation is clear and can be controlled. 
Basson and Lakshminarayana (1994) showed that the control 
provided by the direct inclusion of these terms is essential for 
the accurate modeling of complex flows on current practical 
grids. 

The finite difference approximation to Eqs. (1) and (2) is 
obtained by applying the second-order central difference ap
proximations of first and second derivatives to the respective 
terms. The cross derivative terms (i.e., those terms containing 
0\,92, or 03) and the source term in Eq. (1) are treated explic
itly, in other words they are calculated from the latest estimate 
of the solution. The remaining terms in Eq. (1) and the second-
order artificial dissipation terms in Eq. (2) are treated implicitly. 

The second-order difference approximation of the fourth-or
der artificial dissipation terms involve 13 grid points. If all the 
grid points' contributions are treated implicitly, a line relaxation 
procedure would involve the solution of a sparse-banded matrix. 
The solution of tridiagonal matrix equations is far more eco
nomical, particularly when considering the number of times 
that the matrix equations have to be solved. The fully explicit 
treatment of the fourth-order artificial dissipation terms, how
ever, introduces stability limits on the amount of second-order 
artificial dissipation that can be used. As a compromise, the 
difference approximation of these dissipation terms is split into 
two parts, respectively, the three-point and five-point difference 
approximations of a second derivative. To demonstrate this ap
proach, consider the difference stencil for the following artificial 
dissipation term (assuming unit grid spacing; refer to Fig. 1 for 
grid vortex notation): 

ay 
-777 ra - 4>wW - 4<£„, + 6<t>P - 4<t>E + 4>EE 

= (4>wn - 2(f>P + $EE) - 4(cf>w - 2<pP + <pE) (3) 

To retain the conservative form of Eq. (3), this split has to 
be formulated in terms of the difference approximation for a 

Nomenclature 

Cp = pressure coefficient = (/>,„ - p)l 
Qin 

ER = nondimensional local timestep 
(Eq. (6)) 

, er = normal and radial direction unit 
vectors 

G\ = contravariant velocity in £ direc
tion = t;xU + (,yV + £ZW 

G2 = contravariant velocity in 77 direc
tion = T]XU + l)yV + 7]ZW 

G3 = contravariant velocity in £ direc
tion = t^U + ^yV + ^ZW 

J = Jacobian of coordinate transfor
mation 

k = turbulent kinetic energy 
K - leakage mass flow parameter 

(Eqs. (10) and (11)) 
rfiL = leakage mass flow in the gap re

gion 

x,y 

a,0, 

mx = inlet mass flow in the gap re
gion 

P0 = total pressure 
PS = pressure side of blade 

p = static pressure 
Qin = inlet dynamic pressure 

S = source term/blade spacing 
SS = suction side of blade 

v, w = Cartesian velocity components 
V_ = total velocity 
V« = absolute tangential velocity 
z = Cartesian coordinates (axial, 

tangential and spanwise) 
J = spanwise distance (measured 

from endwall) 
y = Vcl-V£, VvVri, V^-VC 
f = diffusion coefficients 
e = dissipation rate per unit mass 

of k 

e2, u = coefficient for second and 
fourth-order artificial dissi
pation 

C,L = total pressure loss coefficient 
= ((Po),n ~ P0)/Qu, 

t,L = passage-averaged total pres
sure loss coefficient 

01,02, 03 = V£-Vr?, V ^ V C , V T 7 - V C 
fj,, ij,e, p,,= absolute, effective {p, + p,,), 

and eddy viscosity 
v = kinematic viscosity 

£, 77, t, = generalized coordinates 
(unit increments in computa
tional domain) 

p = density 
r = tip clearance height 
4> = general scalar dependent 

variable 

Subscripts 
in = inlet 
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Fig. 1 Grid vortex and control volume face notation 

third derivative at a control volume face. This is accomplished 
as follows: 

d34> 
— <f>w + 3</>/> — 3</>£ + 

= (-4>„ - 0p + tj>E + c£££) - 4(-4>P + <f>B) ( 4 ) 

By treating the terms in the first brackets on the right-hand 
side of Eq. (4) explicitly and the remainder implicitly, the use 
of tridiagonal matrix solution techniques can be retained, but 
the stability limitations associated with a fully explicit treatment 
would be relaxed. 

The difference form of the general convection-diffusion Eq. 
(1) is derived in Basson and Lakshminarayana (1994). The 
final form is as follows: 

{ap)*4>P = aE$E + aw<pw + aNcf>N + as<ps 

+ a7(Ar + fl>« + ( ^ ) * (5) 

The coefficients ap,aE. . .are given by Basson and Lakshmi
narayana (1994). 

Underrelaxation of the difference equations is implemented 
in the present formulation according to the E-factor scheme of 
Van Doormaal and Raithby (1984). This factor fulfills the role 
equivalent to that of the local timestepping scheme commonly 
used in time-marching formulations. According to this scheme, 
Eq. (5) is modified as follows: 

aP4>p = aE(f>B + aw</)w + aN<t>N + a 4>s 

+ aT(f>T + a"4>B + S* (6 ) 

(aP)* 
ap = (ap)*[l+ — ) , S+ = (S<,)*+ v <f>? 

where 4>° is the current estimate of (j>P. 
Experience has shown that the overall convergence rate of 

whole system of equations is dominated by the pressure equa
tion's convergence rate. The total iteration time is therefore not 
very sensitive to how close the value of ER is to the optimum. 

Continuity and Pressure Correction Equation. In the 
formulation used here, the continuity equation is enforced 
through a pressure correction equation formulated for a nonstag-
gered grid. 

The pressure correction equation, as used in the present for
mulation, is given in Basson and Lakshminarayana (1994) and 
will not be repeated here for brevity. Similar developments have 
been given, e.g., Rhie and Chow (1983), Hah (1984), and 
Hobson and Lakshminarayana (1991). To obtain control over 
the amount of dissipation added, the pressure-weighting ap
proach is replaced by the direct inclusion of fourth-order artifi

cial dissipation terms in the continuity equation. Adding terms 
for the r\- and £-directions, the artificial dissipation term for 
pressure is as follows: 

0.25eo 
|_3f I di3 dr\ \ drj3 dt, ac,3 

(7) 

where aew, ans, a'h are coefficients of the pressure equation 
(Basson and Lakshminarayana, 1994). 

Note that when epw = 1, this dissipation term will result in a 
formulation equivalent to the original pressure weighting 
scheme. 

Turbulence Model and Boundary Conditions. The turbu
lence model employed in the numerical model is the low-Reyn
olds-number k-e model of Chien (1982). This model was 
found to be accurate and gave good numerical stability in the 
present development. 

Although it may not be first obvious, both the production and 
the dissipation term in the k equation depend indirectly on k. 
The approach that has been followed in the implementation of 
the model is to ensure that the dissipation term reacts as rapidly 
as possible to changes in the production term. The dissipation 
term is therefore calculated implicitly, while the production 
term is calculated explicitly. 

All the properties are specified at inlet boundary, located far 
upstream. At the outlet boundary, located far downstream, all 
the flow gradients are assumed to be zero. The treatment of 
the periodic boundaries was aimed at making the numerical 
boundary invisible to the solution. This is accomplished fully 
by the use of a periodic solution scheme where the coupling 
between the opposite periodic boundaries is coded directly. 

The boundary condition on the solid walls depends on the 
physical property being transported. In the case of u, v, w, and 
k the only physically correct boundary condition is the no-
slip wall condition, whereby the values of these properties are 
identically zero on the solid walls. The boundary condition for 
e depends on the turbulence model being used. In the model 
used here, the value of (e - 2vkly2) is zero at the walls. The 
boundary layer approximations provide a good basis for setting 
the pressure gradient normal to the wall to zero. In more com
plex flows with appreciable turbulence, rotation, or gravitation 
effects, the appropriate Neumann boundary condition used is 
as follows: 

dp (Ve)
2 „ „ „ 2 dpk 

•J- = P en-er + pg-e„ - - — 
on r 3 on 

(8) 

Overall Solution Scheme and Validation. The concepts 
presented above were used to develop a new three-dimensional, 
semi-implicit pressure correction code aimed at the modeling 
of complex flows in turbomachinery bladerows. The artificial 
dissipation scheme presented above is applied to the momentum 
and pressure correction equations. The powerlaw scheme is 
applied to the k-1 model to maintain numerical stability of the 
model, which requires large artificial terms. 

The formulation was also modified to be able to compute 
inviscid two-dimensional flows, through the elimination of vis
cous effects and by the replacement of the no-slip wall boundary 
condition by a slip wall boundary condition. The development 
of such an inviscid flow formulation was necessary for the 
evaluation of artificial dissipation effects (Basson and Lakshmi
narayana, 1994). 

The momentum and other convection-diffusion equations all 
use the same routine for the calculation of the coefficients of 
the finite difference equation. The source terms for each equa
tion are, however, coded separately. In the ADI solution scheme, 
the change in the convected property is calculated by using only 
the residual of the equation as source term in the difference 
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equation. This approach is less susceptible to rounding errors, 
because the source term will be zero in the converged solution, 
thus producing zero corrections to the converted property. 

The formulation presented here was implemented in a code 
that has subsequently been tested and validated for a number of 
applications. The model has been validated against benchmark 
quality data for a three-dimensional flow field in a 90 deg bend, 
and a two-dimensional flow field in a turbine cascade. These and 
a quantitative assessment of the effect of artificial dissipation in 
SIMPLE-type schemes are given by Basson and Lakshminara-
yana (1994). In this assessment, it is shown that the excessive 
artificial dissipation inherent in some commonly used schemes, 
such as the power-law scheme, prohibits the accurate capturing 
of detailed flow structures in some complex flows. Significant 
improvement in the accuracy of the flow modeling was obtained 
by the use of smaller amounts of artificial dissipation, which 
was achieved by retaining control over the amount of artificial 
dissipation through the inclusion of direct artificial dissipation 
terms. 

Numerical Modeling of Tip Clearance Flow Effects 
The case chosen to evaluate the ability of the present formula

tion to model complex turbomachinery flows is the investigation 
of tip clearance effects documented by Bindon (1987, 1989, 
1990) and Bindon and Morphis (1992). This investigation is 
one of the most extensive in this area. The results presented in 
the two research reports Bindon (1986a, 1986b), were obtained 
in a geometrically similar cascade and can, therefore, also be 
used for comparison with the computational results. Bindon 
(1990) provided the tabulated results from which the informa
tion was drawn for the papers mentioned previously. 

The flow measurements used for comparison here were taken 
in a linear turbine nozzle cascade, with a chord of 0.186 m, a 
span equal to one chord, a pitch/chord ratio of 0.7, and a tip 
gap of 2.5 percent chord. The exit Reynolds number based on 
chord length was 470,000 and the incoming endwall boundary 
layer was thickened by a trip wire about l j chord upstream 
of the cascade. The inlet angle was 0 deg and the outlet angle 
was about 68 deg (measured from axial direction). The turning 
angle is therefore representative of typical turbine nozzles. The 
maximum blade thickness was about 15 percent of the chord 
length. The numerical model's inlet velocity distribution corres
ponded to that measured downstream of the boundary layer trip 
in the experimental setup. 

The stability limitations on the choice of artificial dissipation 
parameters for a two-dimensional turbine stator considered ear
lier (Basson and Lakshminarayana, 1994), lead to the selection 
of the following artificial dissipation settings (Eqs. (2) and 
(7)): 

£2 = 0.4 £„ = 0.5 epw = 0.3 

The ER value was set at 0.3 for the momentum and turbulence 
equations. The inlet turbulence intensity was not measured, but 
was estimated to be at least 2 percent. 

Embedded Mesh Technique. The resolution of tip clear
ance flows requires specialized grids. The abrupt transition from 
the blade passage to the tip gap, with the sharp corners at the 
blade tip and the large gradients in flow properties, make the 
use of typical H- or C-grids impractical. A commonly used 
approach, sometimes called the "thin blade approximation" or 
"pinched tip approximation," is to cusp the blade tip, e.g., 
Pouagare and Delaney (1986), Bansod and Rhie (1990), Kunz 
et al. (1993), Storer and Barton (1991). This approach is rea
sonable for thin blade tips (e.g., compressors and pumps) and 
is only suitable for modeling the gross effects of the tip clear
ance flows as the tip geometry is not modeled correctly. Non-
smooth grid lines in the tip region also reduce the accuracy of 
the solution. Better modeling of the tip gap has been obtained 

(a) 

(b) 

Fig. 2 Leading edge grid detail for embedded H-grid for a C4 cascade 
blade row: (a) grid below tip gap; (b) grid In tip gap 

by embedding an O-grid within the main grid in the tip gap 
(Beach, 1990), or embedding an H-grid inside a C-grid (Wata-
nabe et al, 1991). These methods provide better resolution 
and accurate modeling of the actual geometry, but introduce 
singularities in the case of the embedded O-grid where the 
innermost line of the O-grid doubles back near the leading and 
trailing edges. The solution algorithm for these embedded grids 
must further be formulated for the block-structured nature of 
the grid. To overcome these difficulties, an embedded H-grid 
topology was developed. This topology eliminates the singulari
ties, while retaining the advantages of good resolution and accu
rate modeling of the geometry. The embedded H-grid topology, 
which retains the H-grid connectivity pattern, does not require 
a block-structured solution algorithm and is well suited to ADI 
solution procedures. A complete description of embedded H-
grid technique and its application to turbomachinery, and im
proved accuracy obtained from that is described in Basson et 
al. (1991). An example of the embedded mesh generated for 
C4 profile (Basson et al., 1993) is shown in Fig. 2. 

The numerical model for the turbine cascade had 81 X 57 
X 57 grid points in the streamwise, pitchwise, and spanwise 
directions, respectively, of which 41 X 21 X 15 grid points 
were located in the tip gap. The number of grid points is the 
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Fig. 3 Comparison of measured and predicted pitchwise flow angles 

maximum that could be used with the present formulation on 
the available supercomputer facilities. The grid at the hub wall, 
i.e., the endwall without tip clearance, was kept fairly coarse 
to be able to resolve the tip clearance region as well as possible. 

The grid resolution is insufficient to capture the endwall sec
ondary flow here. The small number of grid points, however, 
severely limited the resolution that could be obtained. In a previ
ous computation with the same overall number of grid points, 
but more points in the spanwise direction in the tip gap region, 
the results were markedly poorer in the main flow region due 
to insufficient spatial resolution. 

Predictions and Comparison With Data. The distance 
from the endwall is referred to below in terms of the number 
of tip gaps. This measure was chosen because the spanwise 
extent of the tip leakage phenomena is expected to scale primar
ily with the height of the tip gap. The flow over most of the 
blade span is not affected by the tip leakage flow, with the 
result that the spanwise extent of the leakage phenomena would 
not be affected by changes in the span. 

The accuracy with which the numerical model captures the 
flow angles, total pressure losses, and pressure distributions is 

a good indication of the accuracy and validity of the numerical 
model. A direct quantitative comparison can be seen in the plot 
of pitchwise (blade-to-blade measured from the axial direction) 
and spanwise (hub to tip) flow angles (zero in a two-dimen
sional flow) shown in Figs. 3 and 4, respectively. These graphs 
compare the spanwise distribution of the measured and com
puted flow angles at various pitchwise and axial positions. The 
pitchwise positions of each graph indicate the distance from the 
pressure to the suction side, i.e., 10 percent pitch is near the 
pressure side, while 90 percent pitch is near the suction side. 
The pitchwise flow angle plots indicate the spanwise position 
of the leakage vortex, i.e., the spanwise position near the end-
wall where the pitchwise angle crosses through the midspan 
value. Figure 3 shows that the leakage flow effects are captured 
very accurately up to about 80 percent of the axial chord, includ
ing both the magnitude and the extent of under- and overturning. 
However, already at the 80 percent axial chord position, the 
numerical solution fails to capture the maximum pitchwise flow 
angle (overturning) at the 70 and 80 percent pitch positions. 
These discrepancies are larger at the 90 percent axial chord 
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position. The lack of sufficient spatial resolution is the most 
likely cause for the inability of the numerical model to capture 
the peaks of pitchwise flow angle. 

As mentioned earlier, another computation with less resolu
tion near the endwall was performed. This computation was 
incapable of capturing any of the overturning region of the 
leakage vortex (where the pitchwise flow angle exceeds the 
midspan value). By increasing the grid resolution where the 
overturning was expected, the computation was capable of cap
turing some of the overturning, as shown in Fig. 3. The ex
tremely large gradients exhibited by the experimental data 
clearly require a large number of grid points to be resolved 
accurately. Further possible contributions to the inability of the 
numerical model to capture the magnitude of the pitchwise flow 
angles accurately are the use of too much second-order artificial 
dissipation (thus bringing the numerical scheme closer to a first-
order scheme) and the inability of the isotropic k- e turbulence 
model to represent the anisotropic turbulence effects in vortical 
flows. Even within these limitations, however, the numerical 
model succeeded in capturing the spanwise location and extent 
of the leakage vortex. The underturning near the tip gap close 
to the pressure and suction surfaces, and overturning away from 
the surfaces, are captured accurately at all three axial positions. 

Figure 4 shows plots of spanwise flow angle for the computed 
and experimental results. The experimental results shown very 
near the endwall are not from actual measurements, but extrapo
lated to zero angle. In general, the computed spanwise flow 
angles are in good agreement with experimental results. The 
spanwise flow angle gives an indication of the pitchwise loca
tion of the leakage vortex, as indicated by the pitchwise position 
where the spanwise flow angle reverses in sign. The computa
tion captures the spanwise flow toward the blade tip on the 
pressure side quite accurately at all three axial positions shown 
in Fig. 4. The pitchwise location of the leakage vortex given 
by the computation is, however, in error by about 5-10 percent 
pitch. For example, at 60 percent axial chord the measured 
spanwise flow angles reverses in sign between the 80 and the 
90 percent pitch positions. This indicates that the core of the 
leakage vortex is located between these two pitchwise positions. 
The computed spanwise flow angle, however, shows no reversal 
before 90 percent pitch, indicating the leakage vortex core is 
between the 90 and 100 percent pitch positions in the computa
tional results. A similar discrepancy between the computed and 
measured pitchwise position of the leakage vortex can be seen 
at 80 and 90 percent chordwise positions. Contrary to what 
was observed in the pitchwise flow angle graphs of Fig. 3, 
the computed spanwise flow angles peaked at somewhat larger 
values than those measured by Bindon (1990). When taking 
into account the differences between the pitchwise locations of 
the leakage vortex in the computed and experimental results, 
however, the values of spanwise flow angles agree very well 
with the measured values. The strength and extent of the vortex 
are captured accurately. For example, at 90 percent axial chord, 
the vortex spans from 50 percent pitchwise position to 90 per
cent pitchwise position. This is captured accurately by the nu
merical simulation. 

In addition to flow angles, the total pressure loss coefficient 
(£L) provide another means of validating the numerical model. 
Figure 5 gives contour plots of numerical and experimentally 
determined C,L values at various axial positions (no experimental 
results were available at the positions downstream of the trailing 
edge). The contour plots for t,L are drawn for two adjacent 
bladerows, with the space between the respective contour plots 
for the numerical and experimental £L values indicating the 
local blade thickness to scale. Total pressure losses are very 
difficult to capture accurately in a numerical model. The small 
differences between the local total pressure and the inlet total 
pressure relative to the inlet dynamic head, which are used 
to compute the loss coefficients, lead to amplification of the 
numerical errors in the calculation of C,L. 

However, the loss coefficient is a very important parameter 
and it is highly desirable that the numerical model be able to 
capture the extent and magnitude of total pressure losses associ
ated with the important flow structures. The accuracy of these 
total pressure losses is affected by many aspects of the numeri
cal model, e.g., grid resolution, order of approximation of the 
governing equations, and the validity of the turbulence model. 
Given all these factors contributing to errors in the modeling 
of the total pressure losses, the computational results shown in 
Fig. 5 compare very well with the experimental results. The 
spanwise extent of the total pressure loss core associated with 
the leakage vortex, the overall extent and magnitude of total 
pressure losses are captured accurately up to 90 percent of 
chord. The differences between the computed and experimental 
results are larger at the further downstream positions. At the 90 
and 100 percent axial chord positions, the movement of the loss 
core away from the endwall is not captured by the computation. 
The magnitude and location of peak losses, as high as 300 to 
400 percent of the inlet dynamic head, is predicted very well. 
It should be observed here that the values are very high due to 
normalization by inlet dynamic head. Since this is a highly 
accelerating flow, the losses based on the local free-stream ve
locity will be much lower. 

In a previous calculation, not shown here, with fewer grid 
points in the region where the loss core is observed, the accuracy 
of the computed loss core's position and spanwise extent was 
significantly poorer than that shown in Fig. 5. This indicates 
that a further increase in the grid resolution in the near endwall 
region (within about eight tip gaps from the endwall) could 
result in even more accurate modeling of the loss core. The 
inability of the turbulence model to represent the anisotropic 
effects in the leakage vortex further contributes to the loss in 
accuracy of the computed C, values. 

Figure 6 shows the development of the mass-averaged loss 
coefficient as the flow passes through the blade passage. Also 
shown in Fig. 6 are averaged values obtained from Bindon's 
measurements (Bindon, 1990). The latter measurements did 
not extend over the whole blade pitch or span, with the result 
that the averaged experimental results shown in Fig. 6 do not 
include the effect of the blade and lower endwall boundary 
layers. These boundary layers are relatively thin, and should 
therefore not affect the averaged values significantly. The nu
merical model captures the early development of the loss accu
rately, but not in the last 25 percent of the blade passage. In 
this latter part, the strong gradients are affected more by the 
numerical diffusion, thus limiting the development of the leak
age vortex. The losses are therefore underpredicted in this part 
of the blade passage. It is nevertheless surprising that the experi
mental data show no increase in the average loss coefficient 
from 80 to 90 percent axial chord. The predicted losses increase 
down stream of trailing edge due to mixing of the leakage 
vortex and the wake. 

Bindon (1986b) provides contours of static pressure at the 
endwall. Figure 7 compares these contours to those obtained 
from the numerical model results (note that larger values of 
pressure coefficient [(pln — p)/Qin] correspond to lower values 
of pressure, as defined by Bindon, 1986b). The numerical 
model succeeded in capturing the pressure levels in the blade 
passage. This serves to validate the blade surface pressure distri
bution given in Fig. 8. Inside the tip gap, the pressure contours 
from the numerical results are straight in the leading half of the 
blade chord, while the contours given by Bindon (1986b) are 
smoother. Interpolations between measurements from the very 
coarse grid on which Bindon took his pressure measurements, 
required for generating the contour plot, may however have 
lead to excessive smoothing of the contours given by Bindon 
(1986b). Insufficient grid resolution in the numerical model 
and excessive numerical dissipation, on the other hand, pre
vented the numerical model from capturing the extremes of low 
pressure observed in the measurements. 

Journal of Turbomachinery JULY 1995, Vol. 1 1 7 / 3 5 3 

Downloaded 01 Jun 2010 to 171.66.16.54. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Axial Position (J5 Axial Chord from Leading Edge) : 60. 

Numerical Experimental 

0.0 0.2 0.4 0.6 0.8 
Pitchwise 

0.0 0.2 0.4 0.6 0.8 1.0 
Pitchwise 

Axial Position (5! Axial Chord from Leading Edge) : 100. 

Numerical Experimental 

0.0 0.2 0.4 0.6 0.8 0.0 0.2 0.4 0.6 0.8 1.0 

Pitchwise Pitchwise 

Axial Position (% Axial Chord from Leading Edge) : 80. 

Numerical Experimental 

0.0 0.2 0.4 0.6 0.8 

Pi tchwise 

0.0 0.2 0.4 0.6 0.8 1.0 

Pi tchwise 

Axial Position (% Axial Chord from Leading Edge) 

Numerical 120% Numerical 150% 

0.0 0.2 0.4 0.6 0.8 

Pitchwise 
0.0 0.2 0.4 0.6 0.8 

Pitchwise 

Fig. 5 Contours of loss coefficient (£<.) predicted and measured 

The comparison of the results obtained with the numerical 
model and with the experimental results, discussed above, indi
cates that the numerical model succeeds in capturing most of 
the flow phenomena associated with the tip leakage flow. The 
differences that were pointed out can be accounted for primarily 
by insufficient grid resolution. Excessive artificial dissipation 
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Fig. 6 Axial development of mass-averaged loss coefficient (£t) 

and the limitations of the isotropic turbulence model further 
contribute to the loss of some details of the flow phenomena. 
The computed results are however in very good agreement with 
measured results to give sufficient confidence in the computa
tional results for it to be used to investigate tip clearance flow 
phenomena, through numerical simulation. 

Additional Simulation and Discussion. In the previous 
section, the present numerical model was shown to capture 
the major flow phenomena associated with tip clearance flows 
accurately. The results obtained from the numerical model can 
therefore be used to investigate the effect of the tip clearance 
flows. The aspects of tip clearance flows that are of most interest 
are the following: 

(a) The effect of the leakage flow on the loss of flow turning 
(undermining reduces the useful work done by a blade-
row). 

(b) Stagnation pressure losses incurred in the mixing of the 
leakage jet with the main flow, which reduces the overall 
efficiency of the bladerow. 

(c) Loss of loading near the blade tip, which is associated 
with the loss of flow turning. 
The creation of regions of very high velocity on the pres
sure side corner of the blade tip, leading to a high heat 
transfer rate and surface erosion. 

(e) The introduction of three dimensionality and unsteadiness 
into the flow entering downstream bladerows, in terms of 
flow angle, velocity magnitude and total pressure. 

The results of the numerical simulation shown in Figs. 3 to 
7, discussed in the previous paragraph, illuminate many of these 
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(a) Endwall (measured) (b) Endwall (computed) 

(c) Middle of Tip Gap (computed) (d) Level with Tip Gap (computed) 

Fig. 7 Contours of pressure coefficient (C„) 

aspects of tip clearance flows. Additional results from the nu
merical simulation that can be used to investigate the effects of 
the tip leakage flows are given in this section. 

0.2 0.4 0.6 

Axial Chord 
Fig. 8 Blade surface pressure (Cp) distribution at various spanwise posi
tions 

Figure 8 shows the blade surface pressure distribution at a 
number of spanwise positions. At four tip gaps from the en
dwall, the blade surface pressure distribution is virtually identi
cal to the midspan distribution. The effect of the leakage flow 
is therefore limited to a small region near the blade tip. Near 
the tip, the pressure on the suction side is reduced below the 
midspan values. This is caused by the presence of the leakage 
vortex and low pressures that exit in the core of the vortex. The 
pressure distribution on the suction side remains unchanged 
from two tip gaps below the endwall to just below the tip 
itself. The pressure distribution on the pressure side, however, 
gradually changes from the midspan distribution at about four 
tip gaps from the endwall, to a slightly lighter loading distribu
tion at about 15 tip gaps from the endwall. Thereafter the pres
sure on the pressure side drops rapidly, until there is only a 
small residual loading at the blade tip over the trailing half of 
the axial chord. 

Figure 7 shows pressure contours in a blade-to-blade plane 
in the level of the blade tip. The extremely low pressure on the 
pressure side edge of the blade tip is associated the sharp turning 
of the flow entering the tip gap from the pressure side of the 
blade. This low-pressure region will lead to spanwise flow ac
celerating along the pressure side blade surface near the tip. 
This can be seen in the velocity vectors close to pressure surface 
(95 percent of pitchwise distance from the suction side) shown 
in Fig. 9. The accelerating flow will reduce the local boundary 
layer thickness, thus enhancing the heat transfer and erosion 
processes in this region. 

The velocity vectors projected on to the x-z plane at various 
distances from the suction side are shown in Fig. 9. The span-
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wise flow is large up to about 5r from the wall inside the 
passage close to the pressure surface (95 percent spacing from 
the suction side) reducing gradually to very small values at 70 
percent of spacing from the suction side. Spanwise inward flow 
occurs downstream at 70 percent blade spacing. This is caused 
by the entrainment and blockage of the flow caused by the 
leakage vortex. 

The velocity vectors in the x-y plane (blade-to-blade) at 
various spanwise locations are plotted in Fig. 10. It is clear that 
appreciable leakage flow exists even at 10 percent of gap from 
the wall, increasing gradually to very high values at z = 0.9r, 
just above the tip. A dramatic effect of mixing of the leakage 
flow and the main flow, which are at differing angles, is also 
clear from this figure. The undertuming is very strong. An 
additional feature seen at z = 0 . 1 T is the "blowing" effect of 
leakage flow on annular wall boundary layer. The leakage flow 
tends to energize the wall boundary layer flows, giving rise to 
"jet-wake" type flows at the exit. This effect persists up to z 
= T. The passage region affected by the leakage flow also 
increases gradually from leading edge and covers almost half 

the passage at trailing edge. The undertuming is strong up to z 
= r , and is already weak at z = IT. At z = AT, the velocity 
vectors almost follow the main flow direction inside the passage. 
But the exit flow is overturned due to the vortex. The flow from 
the core to the top of the leakage vortex is underturned and the 
flow from the core to the bottom of the vortex is overturned. 
The undertuming of the flow is evident from z = 0.1 to 2r and 
small overturning is evident from z = 4 to 6T. Hence the core 
of this leakage vortex is located between z = 2 to AT. The 
spanwise extent of the undertuming grows from about 2T at 
60 percent axial chord to 3r at the trailing edge plane. The 
undertuming therefore remains localized near the end wall, but 
the magnitude of overturning is much smaller than the un
dertuming. 

The pitchwise extent of the region effected by undertuming 
is clearly noticeable. Figures 3 and 10 show that the region 
affected by undertuming inside the blade passage extends from 
the suction side and grows from about 30 percent pitch at 60 
percent axial chord, to about 60 percent pitch at the trailing 
edge plane. Downstream of the bladerow, the effect of the leak
age flow dissipates slowly, so that the region affected by un
dertuming extends over about half of the pitch at the 150 percent 
axial chord position. Figure 10 shows that, at 50 percent tip gap 
away from the endwall, the leakage flow leaves the bladerow in 
a nearly axial direction. No turning has therefore been imparted 
to this flow. The region affected by overturning has a much 
smaller pitchwise extent of about 30 percent of the pitch at the 
trailing edge plane, as can be seen in Figs. 3 and 10. 

A striking feature of the leakage jet is that its pitchwise 
penetration ceases abruptly. The jet does not gradually loose 
pitchwise velocity, but penetrates up to a certain pitchwise posi
tion and then abruptly turns toward the main flow direction. 
The secondary velocity vectors reveal (not shown) that the leak
age jet only turns weakly away from the endwall in a spanwise 
direction. This is confirmed by the spanwise flow angles shown 
in Fig. 4, where the spanwise flow angles rarely exceed 30 deg. 
The axial component of the velocity therefore is always much 
greater than the spanwise component. These results indicate 
that the ' 'roll up" of the leakage flow into a vortex is overshad
owed by the turning of the leakage flow toward the main flow 
direction. 

The chordwise pressure gradient on the blade tip supports 
Bindon's supposition that there is a chordwise flow over the 
leading part of the blade tip (Bindon, 1989). The flow over the 
sharp pressure side edge of the blade tip, will likely to separate 
at the edge. The fluid in the separation zone will be subject to 
this chordwise pressure gradient and therefore tend to move 
towards the center of the blade. This supposition is further 
supported by the velocity vectors shown in Fig. 10 (z = 0 . 9 T ) , 
where the row of vectors just inside the tip gap near the blade's 
pressure side, is directed in a nearly chordwise direction. 

The mass-averaged outlet angle (pitch angle) is shown in 
Figure 11. It is clear from this plot that the flow undertuming 
is confined to four gaps from the wall, with highest values near 
the wall, where the average undertuming is as high as 35 deg. 
As the flow proceeds downstream the undertuming near the 
wall is reduced due to mixing. The undertuming is very small 
at z = 4T. The overturning, as explained earlier, is very small 
and is confined to the outer edge of the leakage flow region. 

The strength of secondary vorticity is defined as the differ
ence between the local vorticity (V X V) and the midspan 
vorticity (at the same pitchwise and chordwise location). V X 
(V - V midSpan) is shown in vector form in Fig. 12. The anticlock
wise rotation is positive, representing the vector pointing in the 
exit direction. This plot also indicates that the vertical motion 
associated with leakage flow is limited to the region between 
the endwall and z = AT. The strength of the secondary vorticity 
is very high inside the gap and near the tip, decreasing to insig
nificant values at z = AT. Furthermore, there is a close resem
blance (as expected) between the velocity vectors shown in 
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Fig. 11 Spanwise distribution of mass-averaged outlet angle 

Fig. 10 and the vorticity vectors shown in Fig. 12. The second
ary vorticity is high across most of the passage at exit at z = 
T and is confined to less than 50 percent of passage width at z 
= 4-r. 

The leakage mass flow is one of the important parameters in 
assessing the aerodynamic loss and performance. The chordwise 
distribution of leakage mass flow also provides valuable infor
mation on regions of high leakage flow and losses. The leakage 
mass flow is given by 

mL -J"['f (VL dz) ds (9) 

Am, 

where VL is the leakage velocity normal to the blade surface, 
and J is the distance along the blade surface. The inlet mass 
flow in this region is given by 

rfii f Vxdz (10) 

The parameter 
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K = (AmL) — 
ffl. 

(11) 

is a nondimensional quantity and is a measure of the mass flow 
through the gap caused by blade unloading at the tip. This does 
not include direct mass flow through the gap in the absence of 
leakage flow and loading. 

The chordwise distribution of leakage flow parameter K, 
shown plotted in Fig. 13, indicates the development of the 
leakage mass flow. The leakage mass flow was computed as 
follows: The tip gap "boundaries" were chosen to correspond 
to the extension of the blade profile, i.e., where the blade sur
faces would have been if there was no tip gap. The mass flow 
passing through these boundaries was calculated from the veloc
ity component normal to the surfaces. The suction and pressure 
sides were split at the leading and trailing edge branch points 
in the grid. The mass flow was integrated along these respective 
sides, with positive values attributed to the flow entering the 
tip gap on the pressure side and to the flow leaving the tip 
gap on the suction side. The blade surface pressure distribution 
shown in Fig. 8 indicates that the blade section is highly loaded 
over the aft half of the blade. The increased loading, added to 
the reduced blade thickness toward the trailing edge, increases 
the leakage flow over that part of the blade tip. The leakage 
mass flow is almost linear from the leading to the trailing edge 
and decreases near the trailing edge. The difference between 
the two curves represents the accumulation of mass flow within 
the gap and this is negligibly small, as expected. 

The value of (rfijrh,) is the cumulative leakage flow passing 
through the gap as a fraction of the inlet flow. This quantity 
plotted versus axial distance in Fig. 14 shows that the cumula
tive leakage flow increases rapidly from about 40 percent axial 
chord onward, only 10 percent of the leakage flow passes 
through the gap between leading edge and 40 percent on chord. 
This is also consistent with the passage-averaged aerodynamic 
losses plotted in Fig. 6, which shows that losses increase rapidly 
from 40 percent of axial chord onward. This increase in losses 
coincides with the increase in the leakage flow from 40 percent 
axial chord onward. 

Conclusions 
The successful development and application of a numerical 

model for three-dimensional, steady, viscous flow through tur-
bomachinery bladerows are presented in this paper. Together 
with the embedded grid generation techniques, the numerical 
model has been shown to be capable of producing an accurate 
simulation of the physical flow phenomena. Computational ex
periments showed that the embedded grid topology produced 
very good quantitative modeling of the tip clearance vortex. 
Second-order and fourth-order artificial dissipation terms for 
direct use in the convection-diffusion equations of pressure-
based semi-implicit (SIMPLE-type) schemes, were success
fully formulated and implemented in a three-dimensional vis-

CN| 

I . | i i r — 
' Flow from gap on suction side 

Flow into gap on pressure side 

_L J_ 
0.0 0.2 0.8 1.0 0.4 0.6 

Axial Chord 

Fig. 13 Chordwise distribution of tip leakage mass flow parameter K 
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cous code. The validation studies indicated that by controlling 
the amount of artificial dissipation, the spurious effects of the 
dissipation could be minimized. The numerical simulation re
sults presented and interpreted in this paper have revealed how 
valuable such a numerical simulation can be in understanding 
the complex flow structure associated with tip leakage. Even 
with the known limitations in the accuracy of the numerical 
model, it provides a wealth of information that can contribute 
significantly to an understanding of the physical phenomena 
associated with tip clearance phenomena. 

The pitchwise and spanwise angles as well as losses are 
predicted accurately. Additional simulation studies indicate that 
major leakage flow and losses occur beyond midchord due to 
increased loading and decreased blade thickness in this region. 
The influence of tip leakage flow as discerned by secondary 
vorticity, spanwise, and pitchwise velocity components does 
not extend beyond about four gap heights for the particular 
geometry investigated. 
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Mean Streamline Aerodynamic 
Performance Analysis of 
Centrifugal Compressors 
Aerodynamic performance prediction models for centrifugal compressor impellers 
are presented. In combination with similar procedures for stationary components, 
previously published in the open literature, a comprehensive mean streamline perfor
mance analysis for centrifugal compressor stages is provided. The accuracy and 
versatility of the overall analysis is demonstrated for several centrifugal compressor 
stages of various types, including comparison with intrastage component performance 
data. Detailed validation of the analysis against experimental data has been accom
plished for over a hundred stages, including stage flow coefficients from 0.009 to 
0.15 and pressure ratios up to about 3.5. Its application to turbocharger stages 
includes pressure ratios up to 4.2, but with test uncertainty much greater than for 
the data used in the detailed validation studies. 

Introduction 
Mean streamline aerodynamic performance analysis contin

ues to play a key roll in the design and application of centrifugal 
compressors. Despite impressive progress in computational 
fluid dynamics procedures, mean streamline methods continue 
to be the most accurate and the most practical method of pre
dicting the performance of a stage or a component of a stage. 
Whitfield and Baines (1990) and Cumpsty (1989) contain good 
recent overviews of mean streamline methods. The analysis 
described here has been under development for over twenty 
years. Literally hundreds of different stages have been analyzed 
with it. 

Detailed comparison of experimental data with predicted re
sults has been accomplished for over a hundred stages. How
ever, the best test of a performance analysis is its application 
to design activity. Weaknesses in the analysis are most clearly 
exposed when designers use it to guide them to better per
forming stages or components. This analysis has been revised 
and requalified each time sufficient test results from stage devel
opment programs were available to define significant deficien
cies. The seventh major revision of the analysis is now in use. 
It has been successfully supporting stage development activity 
for over four years. It is applied to a variety of stage types, 
including process compressors, air compressors, and turbo-
chargers. The detailed validation studies include stage flow co
efficients, cj>, from 0.009 to 0.15 and pressure ratios up to about 
3.5. Good results have also been obtained on applications to 
turbocharger stages for pressure ratios up to about 3.5. Good 
results have also been obtained on applications to turbocharger 
stages for pressure ratios up to 4.2. However, test uncertainty 
for these units is much greater than for data used in the detailed 
validation studies. 

Methods used in this analysis to predict performance for 
stationary components have previously been published in the 
open literature. These include prediction methods for vaned 
diffusers (Aungier, 1990), vaneless diffusers and return sys
tems (Aungier, 1993), and volutes (Weber and Koronowski, 
1986). The present paper provides a description of the impeller 
performance prediction methods to complete the description of 
the overall analysis. The overall centrifugal compressor stage 

Contributed by the International Gas Turbine Institute and presented at the 
ASME-NJIT-HI-STLE Rotating Machinery Conference and Exposition (RO-
CON'93), Somerset, New Jersey, November 10-12, 1993. Manuscript received 
at ASME Headquarters July 1994. Associate Technical Editor: N. A. Cumpsty. 

performance analysis is compared to experiment for a series of 
stages of widely varying type. 

The mean streamline performance analysis is a modular struc
tured computer program. It has modules to analyze the various 
stage components as they appear in the stage. Figure 1 illustrates 
a general return channel style stage with the key computing 
stations numbered 1 through 7. The analysis provides detailed 
mean streamline fluid dynamic and performance data at each 
numbered station. Figures 2 and 3 illustrate some of the more 
important impeller geometric parameters. 

Impeller Work Input 
The general form of the impeller work input equation is 

(p/ri) = AH/Ul = IB + IDF + h + IR (1) 

where the terms on the right-hand side are (in order) the contri
butions due to the blades, windage and disk friction, seal leak
age, and recirculation. The blade work input is given by 

IB = <x(l - \<t>2 cot /32) - UiCul/Ul (2) 

The last term in Eq. (2) accounts for prewhirl effects. The term 
in parentheses can be recognized as the ideal (perfect blade 
guidance) dimensionless tip tangential velocity, C„2ideal. The 
slip factor formulation of Wiesner (1967) is used 

a = 1 -
sin ac2vsin /32 

(3) 

which holds up to the limiting radius ratio given by 

a - o* 
£LIM — 

am = (19 deg + 0.2ft) (4) 

When the actual radius ratio exceeds the limiting value, a cor
rected slip factor is computed by 

0COR = & 1 
£LIM 

1 — eLIM 
(5) 

When splitter blades are present, the effect of the limiting radius 
ratio is checked independently for full and splitter blades. 
Hence, extremely short splitter blades will be recognized as 
ineffective in contributing to the impeller work input. 
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Fig. 1 Stage computing stations 

The impeller distortion factor, X, is related to the tip aerody
namic blockage, B2, by 

\ = 1/(1 - B2) (6) 

The equation used to predict the impeller tip blockage is 

A2
Rv,b2 , sCL U2 

B2 = (AqSF + AqHS) —\ + 
W 2 

0.3 + 
b\ 

+ — (7) 
v2LB 2b2 

I OC, 

Fig. 2 Impeller Gaspath geometry 

and hub-to-shroud distortion loss coefficients to be presented 
later. The area ratio, AR, is given by 

AR = A2 sin /32/(A{ sin /3,h) (8) 

where the first term on the right-hand side contains skin friction 

where p,h is suction surface blade angle at the impeller throat. 
AR is similar to the ratio of the discharge area to the throat area. 
Throat area was not used directly because users of the analysis 
occasionally have chosen to adjust the input throat area to match 
an experimental choke limit. To avoid false variations in work 
input when this is done, the form given above was used to 
develop the empirical correlation. An equally accurate correla
tion could be developed using the throat area, but the present 

N o m e n c l a t u r e 

A = an area inside the blade passage 
a = sound speed 
B = fractional area blockage 
b = hub-to-shroud passage width 
C = absolute velocity 

CM = disk torque coefficient 
Cm = absolute meridional velocity 
C, = throat contraction ratio, Eq. (20) 
C„ = absolute tangential velocity 
cf — skin friction coefficient 

Deq = equivalent diffusion factor, 
Eq. (11) 

d = diameter 
dh = hydraulic diameter 
fc = head loss correction factor, 

Eq. (31) 
H = total enthalpy 
h - static enthalpy 

hth = blade-to-blade throat width 
/ = work input coefficients, Eq. (1) 

K = clearance gap swirl parameter = 
CJ(ur) 

L = blade mean streamline meridional 
length = m2 - mx 

LSB = splitter blade mean streamline 
meridional length 

LB = length of blade mean camberline 
M = Mach number 

Mu = rotational Mach number = U2/a0T 

m = meridional coordinate 
m = mass flow 

P = pressure 
R = rothalpy, Eq. (29) 
r — radius 
S = entropy 
* = clearance gap width 
U = blade speed = u>r\ leakage tangen

tial velocity 
v = gas specific volume 

W = relative velocity 
Wu = relative tangential velocity 

z = effective number of blades = 
ZFB + ZSBLSB'L 

ZFB = number of full-length blades 
ZSB = number of splitter blades 

a = flow angle with respect to tangent 
ac. = streamline slope angle with axis 
j3 = blade angle with respect to tangent 

Aq = adiabatic head loss coefficient = 
AH/Ul 

e = impeller meanline radius ratio = 
r,/r2 

r? = adiabatic efficiency 
K = streamline curvature, Eq. (15) 
K = tip distortion factor, Eq. (6) 
ji = adiabatic head coefficient and gas 

viscosity 
£ = distance along blade mean cam

berline 
p = gas density 
a = slip factor = Cu2ICu2ueai 

4> = stage flow coefficient = 
m/(-!rpTor2U2) 

4>2 = tip flow coefficient = Cm2l U2 

u> = rotation speed 

Subscripts 
B = a blade parameter 
C = cover parameter 

CL = clearance gap parameter 
D = disk parameter 

DF = disk friction parameter 
h = parameter on the hub contour 
L = leakage parameter 
p = blade pressure surface parameter 
R = recirculation parameter 
s = shroud contour or blade suction 

surface parameter 
T = total thermodynamic condition 
th = throat parameter 
0 = impeller eye condition 
1 = impeller blade leading edge 

condition 
2 = impeller tip condition 
4 = diffuser exit condition 
7 = stage exit condition 

Superscripts 

* = sonic flow condition 
' = value relative to rotating frame of 

reference 
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Fig. 3 Impeller blade geometry 

model uses the form in Eq. (8) . Equation (7) is the product of 
many years of development, directed to work input prediction 
for over a hundred different impellers. It is deceptively simple, 
but it is very effective in modeling the complex distortion effect 
for a broad range of impeller types. It seeks to model a number 
of different mechanisms, such as skin friction, hub-to-shroud 
flow distortion, volume ratio, flow diffusion, clearance (for open 
impellers) and blade aspect ratio. These various mechanisms 
assume vastly different significance for different impeller types. 
For example, dominant terms for low-specific-speed impellers 
are negligible for high-specific-speed impellers, and inversely. 

Impeller windage and disk friction and cover seal leakage 
work input for covered impellers are given by 

IDF + h = 
(CM + CMc)p2U2r2 mLIB 

2m 

For open impellers, they are given by 

Inr + h. = 
CMDpiUirl _,_ mCLUc 

2m 2mU2 

(9) 

(10) 

which assumes half of the clearance gap leakage flow is re-
entrained into the blade passage flow and re-energized by the 
impeller. The appendix describes the calculation of the torque 
coefficients and leakage parameters in Eqs. (9) and (10). 

Impeller tip flow recirculation is observed to contribute to 
the impeller work input for some impellers, particularly high 
head coefficient impellers with excessive blade loading levels 
and at low tip relative flow angles. Impeller blade loading levels 
are evaluated with a generalization of the equivalent diffusion 
factor, Deq, of Lieblein (1959) given by 

Wmx = W + W2 + AW)/2 

Dea = WmJW2 (11) 

where the average blade velocity difference, AW, is computed 
from standard irrotational flow relations, assuming an ideal or 
optimum blade loading style. 

f 
Jo 

(Ws - W„)d£, = 2n(r2CU2 - r,Cm)lz 

W,-Wf = AW[l - W h - 1|] 

AW = 27rd2U2IB/(zLB) (12) 

The blade stall limit of Lieblein (Deq = 2) has been found to 
be appropriate for impellers also. Hence, when Deq > 2, the 
recirculation work input coefficient is computed from 

h = (Deql2 - \)[Wu2ICm2 - 2 cot f32] 

(13) 

Impeller Internal Losses 
The adiabatic head loss coefficient in the inlet passage (sta

tions 0 to 1) can be computed with the vaneless passage perfor
mance analysis of Aungier (1993). A simple approximation 
to that analysis has also been found to be sufficient for this 
purpose. 

Aqa = 
2cf(mi - m0) acl - ac2 

b, 13 
(14) 

Equation (14) approximates the friction and curvature loss mod
els of the more exact analysis. The skin friction coefficient is 
computed from an empirical correlation of pipe friction factors 
for laminar, transitional and turbulent flow, including surface 
roughness effects (e.g., see Schlichting, 1979). 

Entrance losses are computed for the hub, shroud, and mean 
streamline positions. The mean streamline entrance velocity is 
computed from the specified inlet prewhirl, Cu!, and conserva
tion of mass. The hub and shroud entrance meridional velocities 
are estimated from the inlet streamline curvature, Klt 

_ dac 

dm 

Cmhl = Cml[l - * i V 2 ] 

Cmsl = CmI[l + KA/2] (15) 

If any of the three entrance relative velocities exceeds sonic 
conditions, normal shock wave relations are used to reduce it 
to a subsonic value and compute a shock loss, Aqsh. Fundamen
tal shock wave mass and momentum conservation relations are 
used for this purpose to permit analysis of nonideal gas mix
tures. The incidence loss is computed by 

A,?inc = 0.4(W, - C m l / s i n / 3 , ) 2 / [ / 2 (16) 

Equation (16) is applied at the hub, shroud, and mean surfaces. 
The overall incidence and shock losses are then combined in a 
weighted average, with the mean streamline values weighted 
10 times as heavy as the hub and shroud values. At positive 
incidence angles, Eq. (16) occasionally underestimates the en
trance loss. For some impellers, the flow adjustment between 
the leading edge and the throat is the more significant effect. 
An entrance diffusion loss is computed to account for these 
situations: 

AqD1F = 0.4(W, - W<hyiU\ 

A<?DIF & 0 

Aqirt 

(17) 

The flow diffusion from the blade inlet to the throat has been 
found to be a primary indicator of inducer stall. The specific 
stall criterion derived from available test data is 

WJWth > 1.75 (18) 

Kosuge et al. (1982) have used the same parameter to correlate 
the onset of impeller rotating stall as a function of throat Mach 
number. When inducer stall is predicted, the diffusion loss is 
limited by 

A<zDIF a 0.5(Wls - \J5W,h)
2/U2

2 - A?in (19) 

Aerodynamic blockage in the throat is modeled by a contraction 
ratio computed from 

Cr = VA, sin fiilA,,, 

C r s 1 - (A, sin pJA,h - l ) 2 (20) 
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The contracted throat area and the sonic flow throat area, Aft, 
are used to compute a choking loss: 

x= 10(1.1 -Aft/(C,A,„) 

AqCH = 0; x s 0 

AqCH = (Wi/U2)
2(0.05x+,x7)/2; x>0 (21) 

The friction factor correlation mentioned earlier is used to 
compute the impeller friction loss using a hydraulic diameter, 
dH, that is the average of the throat and discharge values. 

AqSF = 2cf(W/U2)
2LB/dH 

W2 = (W\ + W\)I2 

W 2 > (W% + W\)I2 (22) 

Blade loading and hub-to-shroud loading losses are computed 
as mixing losses derived from the integrated difference between 
the average and mass-averaged relative velocity squared for the 
distorted profiles. The relations used are 

AqBL = (AW/£/2)2/48 

AqHS = (KBW/U2)
2/12 

X = (aC2 - acl)/L 

b = (fc, + b2)/2 

W = (W, + W2)/2 (23) 

where AW is given in Eq. (12). Similarly, a discharge profile 
distortion loss is computed from 

AqK = Q.5(\- 1 ) > 2 

For open impellers, the clearance loss is given by 

mCLAPcL 
Ma = mpU\ 

(24) 

(25) 

where the calculation of the clearance gap leakage parameters 
is described in the appendix. A wake mixing loss is computed, 
assuming that the wake contains stagnant fluid, which mixes 
with free stream fluid with velocity WSBP. Separation is assumed 
to occur inside the blade passage if Deq > 2. The loss is given 
by 

A<?MIX = 0.5[(WSEP - Wom)/U2]
2 

WSEP = W2, Deq s 2 

WSEP = W2Deql2; Deq > 2 

Wlvt = [Cm2A2/(ird2b2)}
2 + Wl (26) 

where A2 is the discharge area inside the blades. Using relative 
total thermodynamic conditions at the blade midpassage, the 
local value of sonic velocity is computed. From the maximum 
blade surface velocity from Eq. (11), the inlet critical Mach 
number (corresponding to locally sonic flow on the blade sur
faces ) is given by 

NC = M[W*/Wm (27) 

If the inlet relative Mach number exceeds this critical Mach 
number, a supercritical Mach number loss is computed by 

Aqcr = 0.2[(M{ - M'cr)WmJU2]
2 (28) 

Thermodynamic and Compressibility Effects 

The analysis employs a general thermodynamic model suit
able for one of several alternate nonideal gas equations of state 
(e.g., Aungier, 1994). The adjustment of total thermodynamic 
conditions relative to the rotating frame of reference is accom

plished with the usual rothalpy parameter, R, which is constant 
along a stream surface: 

R = H - VCU (29) 

R can be evaluated at the impeller inlet from the specified 
operating conditions. The conversion between R and the various 
total and static enthalpy values required is governed by 

H' = h + W2/2 = R + U2/2 

H = h + C2/2 = R + UC„ (30) 

These relations and isentropic state change logic offered by the 
various equations of state permit fluid dynamic calculations at 
the various locations in the impeller passage. 

Largely due to historical reasons, the impeller loss models 
have been developed as adiabatic head (enthalpy) losses. This 
is strictly valid for incompressible flow, only. Since adiabatic 
head is not a state point parameter, a given head loss will 
produce different results when imposed at different locations. 
In this analysis, the losses occur in the blade passage, but are 
imposed at the impeller tip. Similarly, the loss formulations are 
based on relevant velocity heads, rather than the more correct 
velocity pressure, P, - P. Again, this is strictly correct only 
for incompressible flow. The consequence of these two factors 
is a deterioration in prediction accuracy as rotational Mach 
number (or pressure ratio) increases. 

The adiabatic head loss formulation imposes an enthalpy loss 
at constant entropy to predict the stage discharge total pressure. 
The correct approach is to impose an entropy rise at constant 
total enthalpy. From the basic thermodynamic relation, 

TdS = dH - vdP (31) 

it can be seen that a constant Aq/T'T provides the equivalent 
of a constant entropy rise. Consequently, the weaknesses of the 
head loss formulation are correctable by a head loss multiplying 
factor, fc, given by 

/c = 
2T'T2 2(7»{., - />,) 

n i + Ti PtW] 
(32) 

Then, the adiabatic head coefficient is given by 

^T = h-f£Aq (33) 

where the summation applies to the various loss coefficients 
presented in this paper. With this head loss correction proce
dure, the analysis has been used for stage pressure ratios up to 
3.5 with no observable difference in prediction accuracy for 
different pressure ratios. Without this procedure, the deteriora
tion of prediction accuracy with pressure ratio was quite notice
able. 

Solution Procedure 
The analysis of the impeller is conducted by an iterative 

solution to converge on the impeller tip mass flow. The impeller 
work input, losses and seal leakage are computed for each itera
tion. For covered impellers, the impeller mass flow is corrected 

Table 1 Compressor stage data 

STAGE ^ E S M. DISCHARGE DIFFUSER 

A 0.0093 0.50 RETURN CHANNEL VANELESS 

B 0.0525 0.70 RETURN CHANNEL VANED 

C 0.0950 1.38 VOLUTE VANELESS 

D 0.0950 1.38 VOLUTE VANED 

E 0.0860 0.70 RETURN CHANNEL VANELESS 

F 0.1250 0.70 RETURN CHANNEL VANELESS 
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Fig. 6 Performance of Compressor C 

to include the cover seal leakage flow. The total work input and 
tip adiabatic head coefficients define the tip thermodynamic 
conditions. The computed tip mass flow, (pCmA)2, is compared 
to the actual impeller mass flow and Cm2 is updated until the 
process converges. Once convergence is achieved, the diffuser 
entrance mass flow is computed by adjusting the impeller mass 
flow for the seal leakage flows. 

Results 

The overall centrifugal compressor performance analysis is 
applicable to a broad range of stage types and operating condi
tions. Table 1 lists the particular stages for which predictions 
and test performance are compared in this paper. This perfor
mance analysis does not permit any "user adjustments" to 
the performance models. Hence, the results show predictions 
directly from the reported models for the precise stage geome
try. With the exception of compressor A, these stages have been 
selected due to their very limited role in the development of 
the performance models used. The high quality of the test data 
and ultralow flow coefficient of Compressor A has made it a 
very valuable test of models relating to friction losses, windage 
and disk friction, and seal leakage for many years. Compressors 
B and D were used in the development of the vaned diffuser 
performance analysis (Aungier, 1990). Compressors C, D, and 
E were used to validate the head loss correction, Eq. (32), over 
the wide range of speeds for which they were tested. Compres
sor F was not used in the development of this analysis. 

Figure 4 shows a comparison of predictions and test data for 
the ultralow flow coefficient compressor A. This stage experi
ences unusually high parasitic work (cover leakage, windage, 
and disk friction). The analysis does an excellent job of pre

dicting both work and head, including impeller and diffuser exit 
heads. 

Figure 5 compares predictions with test data for a medium-
low flow coefficient vaned diffuser stage. This stage showed a 
pronounced stall on test with unstable operation at all flows 
lower than the peak head flow. The onset of this "stall" almost 
exactly corresponds to the predicted vaned diffuser stall. Tests 
on this stage with a vaneless diffuser confirm that the vaned 
diffuser is the source of this unstable operation. 

Figure 6 compares predictions with test data for compressor 
C, a moderately high flow coefficient air compressor stage. This 
is a volute-type stage with a stage pressure ratio of 3.4, tested 
with a vaneless diffuser. Figure 7 shows results for the same 
compressor stage, but with a vaned diffuser. Clearly, the analy
sis models both stage configurations very well. Again, predicted 
vaned diffuser stall is shown on Fig. 7, which is almost exactly 
at the stage test surge flow. For the vaneless diffuser version, 
inducer stall is predicted in the test operating range. While the 
impeller tip head coefficient curve suggests a possible impeller 
stall in this region, intrastage component data for volute stages 
are rather unreliable due to the circumferential distortion im
posed upon the stage by the volute. 

Figure 8 shows results for compressor E, a medium flow 
coefficient return channel stage. It can be seen that agreement 
between predictions and test data is quite good, including the 
intrastage component discharge head coefficient curves. 

Figure 9 shows results for the very high flow coefficient 
compressor stage F. This comparison is particularly significant 
since it is a recent design never used in the development of the 
analysis. Indeed, Fig. 9 is the projected performance provided 
by this analysis with actual test performance added. It can be 
seen that the analysis is quite accurate in its prediction of overall 
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and internal component performance. Note that the predicted 
inducer stall is quite close to the apparent impeller stall indicated 
by the impeller tip head curve. Further confirmation was ob
tained in a subsequent test where the vaneless diffuser width 
was significantly reduced, with no change in the surge flow. 
That strongly suggests that the impeller, rather than the diffuser, 
is the component governing surge. 

Many additional detailed comparisons of test data with per
formance predictions from this analysis can be found in Aungier 
(1990, 1993), where the accuracy of the vaned diffuser, vane
less diffuser, and return system performance analyses is demon
strated. 

Conclusions 

The impeller analysis presented here, together with the sta
tionary component analyses in the cited open literature, provide 
a comprehensive mean streamline aerodynamic performance 
prediction procedure for centrifugal compressor stages. This 
analysis has been qualified against experimental test data for 
over one hundred different stages, of widely varying types. Its 
prediction accuracy is generally excellent for any reasonably 
well-designed stage. On some very old designs (considered 
poorly designed by modern standards) the analysis can be less 
accurate. However, even then, it correctly identifies the weak
nesses in those designs and it correctly predicts their perfor
mance to be poor. The minimal geometric data needed to apply 
these performance models is simply not sufficient to identify 
poor detailed design practice. 

Detailed validation of the analysis against experiment has 
included stage flow coefficients from 0.009 to 0.15 and pressure 
ratios up to about 3.5. Good results have also been obtained for 
turbocharger stages at pressure ratios up to 4.2, but test data 
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uncertainty for these units is much greater than for the data used 
in the detailed validation studies. Application of this analysis 
significantly beyond this range of experience would require 
additional validation studies. 
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A P P E N D I X 
Clearance Gap Flows 

Leakage, windage, and disk friction effects all require models 
of the clearance gap flows. This includes the disk/housing gap 
for the disk side and the shroud side for covered impellers, and 
the blade/housing clearance gap for open impellers. The flow 
in the disk/housing gap is modeled as a forced vortex: 

dr 
= K2w2pr (34) 

where K = CJ(cjr) is assumed constant in the gap. An internal 
flow analysis for clearance gap flows (Moussa, 1978) was used 
to develop empirical relations for K, including the effects of 
seal leakage. Leakage was found to be quite significant due to 
the influx of angular momentum into the gap. In the absence 
of seal leakage, the data of Daily and Nece (1960a) suggest 
the following empirical equation: 

K0 = 0.46/(1 + 2s Id) (35) 

When leakage flow enters the gap with a swirl parameter KF, 
the value of K in the gap is given by 

K= K0 + Cq{\.15KF - 0.316)r2As 

c rhL{pr2U2l y)m 

" 2npr2
2U2 

(36) 

Typically, seal leakage from the tip employs KF = C„2/ U2 while 
leakage toward the tip uses KF = 0. The validity of these approx
imations has been reasonably well established by comparing 
predicted and measured clearance gap radial static pressure pro
files for select compressor stages. The resulting pressure distri
butions are used for predicting the seal leakage and for impeller 
thrust force calculations. Seal leakage is computed by the 
method of Egli (1935), although any other suitable formulation 
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could be substituted. Windage and disk friction is calculated 
with the Daily and Nece (1960a, 1960b) model with a correc
tion for the clearance gap leakage flow. If the Daily and Nece 
torque coefficient is denoted as CM0> the corrected value is given 
by 

n _ cy>(i ~ K) 
CM~ ( l - * , ) 2 ( 3 ? ) 

Equation (37) is somewhat intuitive, but has proven to yield 
very accurate work input predictions for ultralow flow coeffi
cient stages (e.g., Compressor A) where leakage, windage, and 
disk friction play a very dominant roll. The torque coefficient 
is computed for each side of the disk and the disk and cover 
side values adjusted by 

CMD — 0.8Cjtf 

C„c = 0 . 8 C M ^ - ^ 5 ] (38) 
r2 - rx 

where the constant 0.8 is an "experience" factor selected from 
correlation with numerous experimental stage work input 
curves. Since the Daily and Nece CM refers to both sides of the 

disk, the factor of 0.8 actually imposes a torque coefficient 
about 60 percent higher than the Daily and Nece ideal disk flow 
correlation. Note that CMS includes a correction for the different 
surface area (relative to a flat disk) for the impeller cover. 

For the blade/housing clearance gap of open impellers, the 
velocity of the leakage flow through the clearance gap is given 
by 

UCL = 0.816V2APCz./p2 (39) 

where the constant throttling coefficient of 0.816 was estimated 
by assuming an abrupt contraction followed by an abrupt expan
sion as the flow passes through the gap. The average pressure 
difference across the gap is estimated from the change in fluid 
angular momentum through the impeller: 

CL zrlL 

r = (r, + r2)/2 

b = (bi + b2)/2 (40) 

Then the leakage flow is computed from 

rhcL = pzsLUa (41) 
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An Asymptotic Analysis of 
Mixing Loss1 

The objective of this paper is to establish, in a rigorous mathematical manner, a link 
between the dissipation of unsteadiness in a two-dimensional compressible flow and 
the resulting mixing loss. A novel asymptotic approach and a control-volume argu
ment are central to the analysis. It represents the first work clearly identifying the 
separate contributions to the mixing loss from simultaneous linear disturbances, i.e., 
from unsteady entropy, vorticity, and pressure waves. The results of the analysis have 
important implications for numerical simulations of turbomachinery flows; the mixing 
loss at the stator/rotor interface in steady simulations and numerical smoothing are 
discussed in depth. For a transonic turbine, the entropy rise through the stage is 
compared for a steady and an unsteady viscous simulation. The large interface mixing 
loss in the steady simulation is pointed out and its physical significance is discussed. 
The asymptotic approach is then applied to the first detailed analysis of interface 
mixing loss. Contributions from different wave types and wavelengths are quantified 
and discussed. 

Introduction 
Turbomachinery flows are inherently unsteady in the absolute 

as well as in the relative frame of reference. In the absolute 
frame, the unsteadiness is a necessary condition for the rotor 
to extract work from the fluid. In the relative frame, the flow 
can only be steady in the limit of infinite gaps between blade 
rows when viscous effects mix out the incoming flow. 

A multitude of sources contributes to the unsteadiness. The 
relative motion of neighboring blade rows, in conjunction with 
the spatially nonuniform pressure fields locked to loaded blades, 
leads to an unsteady pressure distribution in both through so-
called potential interaction. A blade may move through, and 
interact with, shock wave systems originating in its own or in 
a neighboring blade row. Stator wakes, convected downstream 
with the mean flow, cause unsteadiness in the rotor frame of 
reference. A related phenomenon is hot streak/rotor interaction 
due to nonuniformities in the temperature of the combustor 
outflow. Similarly, secondary flow phenomena like horseshoe 
vortices, passage vortices, and tip-clearance vortices contribute 
to unsteadiness. The viscous flow past a blunt turbine trailing 
edge results in vortex shedding. Trailing-edge vortex shedding 
has also been found in compressors operating in the supersonic 
or transonic regime. Shock wave/boundary layer interaction 
can also be a contributor. Finally, there is unsteadiness induced 
by the motion of the blades themselves, i.e., blade flutter. 

Due to restrictive conditions on the rectification of energy 
associated with the part of the flow field unsteady in the relative 
frame (Fritsch, 1992), it is important to know the mixing loss 
resulting from the dissipation of this energy. This approach, 
i.e., relating the energy associated with unsteadiness in the rela
tive frame to a mixing loss, is conceptually similar to considera7 

tions in turbulence. There, energy is fed into turbulent motion 
on the length scale of the largest turbulent eddies in a flow. The 
turbulent kinetic energy is dissipated only after it has cascaded 
down to eddies of the smallest length scale. Nevertheless, the 
energy must be regarded as lost upon entering the energy cas
cade. 

1 This research was conducted during the authors' affiliation with the Depart
ment of Aeronautics & Astronautics at the Massachusetts Institute of Technology, 
Cambridge, MA 02139. 

Contributed by the International Gas Turbine Institute and presented at the 38th 
International Gas Turbine and Aeroengine Congress and Exposition, Cincinnati, 
Ohio, May 24-27, 1993. Manuscript received at ASME Headquarters March 17, 
1993. Paper No. 93-GT-345. Associate Technical Editor: H. Lukas. 

In the early 1980's Adamczyk (1985) pointed out the imprac-
ticality of unsteady multistage simulations for turbomachinery 
flows. Such simulations will take orders of magnitude more 
CPU time than current single-stage simulations. This is not 
only because there are more blade rows but also because the 
techniques developed to treat arbitrary pitch ratios, see for ex
ample Giles (1990a, 1992), will not work in multistage situa
tions and so the only correct treatment in many situations would 
be to include every single blade in the engine. For routine design 
purposes, steady simulations with mixing planes at the stator/ 
rotor interfaces will therefore remain the standard approach 
for many years. The detailed investigation of the mixing loss 
associated with this interface model was another driving factor 
behind the development of the asymptotic analysis. 

Nonlinear and Linear Euler Equations 

This section briefly introduces the nonlinear Euler equations 
and their first-order perturbation equations, linearized about a 
time-mean flow state. They are essential to the theoretical devel
opments in the following two sections. 

The nonlinear Euler equations are usually expressed in a form 
based on the conservation of mass, momentum, and energy: 

dU dF_ dG_a 

dt dx dy 
(1) 

The state vector U and the flux vectors F and G are defined by 

U 

p pu 
pu 
pv 
pe, 

, F = pu2 + p 
puv 
puh, 

and 

G = 

pv 
puv 

pv2 + p 
pvh, 

(2) 

The variables e, and h, = (e, + pip) denote the total energy 
and the stagnation enthalpy per unit mass, respectively. 

From the nonlinear Euler equations in the conservation form 
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given above, the linear Euler equations in so-called primitive 
form are easily derived: 

where 

i au. dvx au, 
r -Ao r £>o 

a0 dt ox ay 
= 0 

The state vector 

Ul = [p, u,v,p¥ 

(3) 

(4) 

contains the perturbations in primitive form, nondimension-
alized by the mean density p0 and the mean speed of sound a0. 
Note that the energy equation has been replaced by an equation 
for the pressure. The matrices Aa and BQ are based on the mean 
flow state U0 = [p,u,v, p]l about which the nonlinear Euler 
equations were linearized; they are found in the appendix. 

Searching for wave-type solutions of the form 

U\ = 0rJ exp{i(kxjx + kyy - ut)) (5) 

to the linear Euler equations, one is led to an eigenvalue prob
lem, a detailed derivation of which is found in Giles (1990b). 
The symbol U, denotes a right eigenvector corresponding to 
one of four linear waves that satisfy Eq. (3). The real part is 
implied by complex notation. With the asymptotic analysis in 
the following sections in mind, the wavenumber ky (or equiva-
lently the wavelength \y) and the frequency u are assumed to 
be known a priori; the wavenumbers kxJ corresponding to the 
four waves are set via a dispersion relation in the eigenvalue 
problem. 

The first two of these waves, the entropy wave (/ = 1), 
with a perturbation in the density (temperature) only, and the 
vorticity wave (/ = 2), with perturbations in the velocity com
ponents only, are convected with the mean flow. The cor
responding axial wavenumbers kx,in and right eigenvectors 
IJr.m are 

fe,.i = ^ = * y
( n ~ M , j ) where Q = - ^ , (6) 

Mj.o a0ky 

Ur.t = , and f?r>2 = 

0 
- M I i 0 

0 

(7) 

M,,o and M^o stand for the mean Mach numbers in the axial 
and the circumferential direction. The remaining two waves are 
pressure waves (/ = 3, 4) corresponding to the axial wavenum
bers 

^r.3/4 ~ k\ 
(ft - My,0)(±j? - M,,Q) 

1 - M2,0 

1 -
1 

(ft - M,,0)2 (9) 

For a negative discriminant of R, the root with positive imagi
nary part is implied. The corresponding eigenvectors are 

Ur,}/4 — 

- ( f t - My,0)(±Mx,0R - 1) 
(V - My,0)(±R - Mx,0) 

(1 -Mlfi) 
- ( f t - Myfi)(±Mx,0R - 1) 

(10) 

In axially subsonic flow (| Mxfi I < 1), they represent isentropic 
evanescent pressure waves ( ' 'cut-off'' sound waves) with am
plitudes decaying axially upstream and downstream for a re
duced frequency (Myfi - Vl - M2,0) =s ft s (My,0 + 
VI - M?,o). The evanescent nature is due to the complex conju
gate wavenumbers kxj and kxA. Outside this range, they repre
sent isentropic propagating pressure waves. In axially super
sonic flow (| M^o I > 1), both waves are of propagating nature 
traveling downstream. 

Asymptotic Analysis 
A novel asymptotic approach and a control volume argument 

are central to the analysis. The analysis is split into two steps. 
In the first, the change in the time-mean flow due to dissipation 
of unsteadiness is calculated. The second step links the mean-
flow change to the corresponding rise in the flux-average en
tropy. 

Mean Flow Changes Due to Mixing. Figure 1 shows the 
control volume. At the right-hand side, the outflow boundary, 
the uniform and steady mean flow is described by the state 
vector t/p.out in primitive form: 

Un = U0 = [p, u, v,p]l (11) 

At the left-hand side, the inflow boundary, the spatially and 
temporally varying flow is described by 

Up,i„(x,y, t) = U0 + AU(x,y,t). (12) 

The top and bottom surfaces are periodic boundaries. In a turbo-
machine, the control volume may be thought as being located 
in a blade row gap or downstream of the last blade row. 

The perturbation AU is described by an asymptotic expres
sion in the small parameter e. 

AU(x,y, t) = eUi(x,y, t) + e2U2(x,y, t) + . . . (13) 

(8) For the objectives of this paper, it will suffice to include terms 

N o m e n c l a t u r e 

a = speed of sound 
cp = specific heat at constant pressure 
ij = 7'th unit vector = [Sv, 62J, S3J, 

e, = total internal energy 
h, = stagnation enthalpy 
k = wave number 

p, s = pressure, entropy 
u/v = velocity in the direction of the 

coordinate xly 
x = axial coordinate 
y = circumferential coordinate 

A, B = coefficient matrices, defined in 
the appendix 

F,G = flux vectors, defined in Eq. (2) 

M = Mach number 
P = pitch 
S = entropy flux = pus 
T = period, temperature 
U = state vector in primitive or con

servative form 
Ur = complex right eigenvector in 

primitive form 
VR = rotor speed 
y = ratio of specific heats for an ideal 

gas 
p - density 

w/ft = frequency/reduced frequency, 
defined in Eq. (6) 

Subscripts/Superscripts 

I, m, n = wave type, spatial harmonic, 
temporal harmonic 

p = in primitive form 
xly = in the direction of the 

coordinate xly 
0 = mean state 
1 = first-order (perturbation), or 

entropy wave 
2 = second-order (perturbation), 

or vorticity wave 
3/4 = pressure wave 

* = unsteady first-order 
perturbation 

* A temporal and spatial mean 

368 / Vol. 117, JULY 1995 Transactions of the ASME 

Downloaded 01 Jun 2010 to 171.66.16.54. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Uptin = Uo±AU(xiyit) 

unsteady 
nonuniform inflow 

steady 
uniform outflow 

UPtout = ^0 

rft—~f outflow 
periodic boundary boundary 

inflow 
boundary 

Fig. 1 Control volume for the asymptotic analysis 

up to second order. A similar asymptotic approach to the Euler 
equations is taken in Giles (1992) for the simulation of unsteady 
flows through multistage turbomachinery. 

The first-order perturbation, U^x, y, t), is described by a 
superposition of the four linear waves that were introduced in 
the previous section: 

where 

U\,m,t = X blm„0rJmn exp{i(kxMnx + kymy - uj„t + <p,mn)} (14) 

By linear superposition of waves of different physical nature, 
wavenumber kyjn along the interface, and frequency w„, any 
finite periodic disturbance can be build up. The scalar b denotes 
a wave amplitude, the variable ip a phase angle. The subscript 
/ distinguishes different wave types, the subscript m different 
wavenumbers ky, and the subscript n different frequencies UJ. 

Integrating the Euler equations in conservation form (1) over 
the control volume of Fig. 1 and averaging over a period yield 

r out " in, (15) 

where the overbar (*) = l/T fQ [MP f0 (*)dy]dt denotes 
an operator combining both spatial and temporal averaging. 

A formal Taylor series expansion for the components of the 
flux vector, FJt yields: 

Fj(U0 + AU) = Fj(U0) + 
dFj 

dU„ 
AU 

one obtains a linear system of equations that can solved for 
02(x), the time-mean part of U2: 

U2 = -
dF 

dU„ j~y MI 

d2F 
\,mn 

dUl 
Uhmn (18) 

The vector e, is the j th unit column vector with a unit entry 
in the jth row. To arrive at Eq. (18), the orthogonality of 
trigonometric functions has been employed to replace the two 
double sums implicitly contained in Eq, (17) via £/, by a single 
double sum over m and n. Equation (18) shows the separate 
contributions to the mean-flow change from waves of different 
wavenumbers kyjn and/or frequencies ui„. Waves in Ux of differ
ent physical nature but of the same wavenumber ky and the 
same frequency w cannot be separated in the mean-flow change. 

It is also interesting to note that the mean flow change U2 

and the mean inflow state Upin = U0 + U2 depend on the axial 
location of the inflow boundary. They vary periodically because 
the phase angles among waves of different physical nature (and 
therefore different axial wavenumber kxj) contained in UUm„ 
change periodically in the axial direction, causing the elements 
of UUmn, and consequently U2, to vary periodically. 

Entropy Rise Due to Mixing. The entropy is the only 
measure of irreversibility in an unsteady nonuniform flow with 
a sound physical foundation. For an inviscid adiabatic flow, the 
substantial derivative of the specific entropy is zero. Combined 
with the continuity equation, this statement can be expressed 

d(ps) + d(pus) + d(pvs) = 

dt dx dy 
(19) 

For an inviscid adiabatic flow, integration of Eq. (19) over the 
control volume in Fig. 1 leads to dpusldx = 0. The average of 
the entropy flux pus is conserved in the axial direction. Note 
that no such condition holds in unsteady nonuniform flows for 
the average of the total pressure flux pup,, which is often used 
as an alternate indicator of loss. 

Analogous to Eq. (17), one can derive an equation for the 
entropy flux. 

S(U0 + AU) = S(£/„) 

+ £' 
. d2S 

dUl "P°U(, 

dS 
ux + — 

dUn 

U2 

Up=Uo 

+ ... (20) 

The first and second derivatives of the entropy flux are given 
in the appendix. With the mean flow change U2 known from 
Eq. (18), the change in the mean specific entropy f due to 
mixing can be calculated from Eq. (20). For physical interpreta
tion, it is better to write As" in explicit form rather than in 
vector/matrix form: 

+ I A ^ 
2 dUl 

AU+... (16) 

The second derivatives of the flux vector elements FJt i.e., the 
matrices d2Fj/dU2

p, along with the matrix of first derivatives 
dF/dUp, are found in the appendix. Substituting the asymptotic 
expression (13) into Eq. (16) and averaging, one obtains 

Fj(U0 + AU) = Fj(Uo) 

+ e< 
1 d2Fj 

2U'lul Ui 
dFj 

dUv 
U2 (17) 

Note that terms linear in Ux have dropped out upon averaging. 
Equating fluxes as in Eq. (15) and collecting terms in e2, 

where 

Arm„ = -

A_=(P^)ou,-(P^)in = I l A _ 

PouoCP m „ 

pu 
(y - i) [a2 + r + p2+ 2 

+ (p-p)l (21) 

Equation (21) is in terms of the incoming first-order perturba
tions contained in UUmn = [p, u, v, p}T

mn. The vector Uijmn still 
is a superposition; it contains waves of the same frequency UJ„ 
and wavenumber kym but of different physical nature. Equation 
(22), the final result of the analysis, has been rewritten in a 
form showing the separate contributions to the mixing loss from 
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waves of different physical nature. Details are found in Fritsch 
(1992). 

As; 
P l,mn 

2 

entropy wave 

, 7 - 1 

—-— L«2 + viu 

vorticity wave 

u\ + vl + pl + 2 PM 

pressure wave propagating downstream 

r - i u\ + vj + pi + 2 ^ ^ 
M,,o. (22) 

17,.,™ = Wi 

U^^Uo + M 

periodic boundary 

outflow 
boundary 

boundary 

Fig. 2 Control volume, revisited for pressure waves 

. . . propagating upstream or downstream 

Note that the entropy rise Af, unlike the mean flow change U2, 
is independent of the axial location of the inflow boundary. 
While the vector of perturbations U\,mn, containing a superposi
tion of perturbations from four different wave types, changes 
with the axial location of the inflow boundary, the entropy rise 
upon, mixing is unaffected. Conceptually, the inflow boundary 
is located in a region of inviscid adiabatic flow and no mecha
nism of entropy generation exists between two different axial 
locations. Therefore, the waves of different physical nature have 
to discouple in the calculation of the entropy rise in order to 
render it independent of the inflow boundary location. 

At this point it is appropriate to point out that Eq. (22) 
assumes a constant mean flow state U0, i.e., constant area, dur
ing mixing. If the flow undergoes expansion before or during 
mixing, the mixing loss will be less. The opposite holds if the 
flow undergoes diffusion; see for example Denton and Cumpsty 
(1987). 

Physical Interpretation 

Entropy and Vorticity Waves. The first term on the right-
hand side of (22) represents the entropy increase through mix
ing of density variations associated with entropy waves. Hot 
streaks resulting from a nonuniform combustion are an example 
of entropy waves in turbomachinery. 

The second term represents the effect of the mixing-out of 
velocity fluctuations associated with vorticity waves. This 
term's contribution to the entropy rise is related to the average 
kinetic energy per unit mass in a frame of reference convected 
with the mean flow. It is independent of the mean Mach numbers 
and can also be derived from A r = Aq/(cpT0) with the specific 
heat release Aq replaced by the average kinetic energy (w2 + 
C2)/2 per unit mass in the converted frame. Note that this term 
coincides with an earlier result of Kemp and Sears (1956) for 
the energy transfer to a vorticity wake in an incompressible 
flow. 

Propagating Pressure Waves. The pressure wave contri
butions on the right-hand side of Eq. (22) are in terms of the 
axial component of an acoustic energy flux originally put for
ward by Ryshov and Shefter (1962) and are appropriate for an 
observer moving with the mean flow. Eversman (1979) showed 
this energy _flux and the corresponding acoustic energy density 
E = (pi + ti\ + C2)/2, which is the sum of potential and kinetic 
energy, to be consistent with the energy equation in a uniform 
mean flow. In the limit of very high axial Mach numbers, the 
pressure waves are essentially convected with the mean flow 
and their main contribution to the entropy rise stems from the 
dissipation of their potential and kinetic energy. For small axial 
Mach numbers, the term containing a factor (1 /M,,0), represent

ing the axial flux of acoustic energy across the inflow boundary 
of the control volume, dominates. 

It is important to recall that weak shock waves can be mod
eled as a superposition of isentropic pressure waves with the 
vector sum of local propagation velocity (speed of sound) and 
local convection velocity along the shock front. Thus, the pres
ence of weak shock waves at the inflow boundary will also 
cause a mixing loss. Its magnitude is correctly captured by the 
first pressure wave contribution in Eq. (22). 

Also note the analogy with the wave drag acting on a super
sonic airfoil. Energy fed into Mach waves originating at the 
airfoil surface is eventually dissipated and leads to a correspond
ing increase in entropy. In inviscid flow, the rate of energy 
transfer to the moving airfoil and the rate of energy dissipation 
equal the wave drag times the airfoil speed. 

The physical interpretation of the pressure wave contributions 
depends on the axial Mach number of the mean flow. The first 
pressure wave contribution, identified by a subscript " 3 " in 
Eq. (22), always propagates downstream, entering the control 
volume at the inflow boundary. So does the second pressure 
wave, identified by a subscript " 4 , " for an axially supersonic 
mean flow (Mxfi > 1). In axially subsonic flow (M,,0 < 1), a 
situation can arise in which a pressure wave leaves the control 
volume at the upstream boundary, the inflow boundary of the 
mean flow. Since, by way of the problem definition in Fig. 
1, no waves enter at the downstream boundary and propagate 
upstream, a wave leaving the control volume at the inflow 
boundary leads to difficulties in physical interpretation. There 
are two ways to understand the contribution of this wave. 

The first is to interpret the wave as a reflected wave, in which 
case a corresponding downstream propagating wave must also 
be present at the inflow boundary. Its negative contribution to 
the entropy rise reflects the fact that not all of the incoming 
wave is dissipated. This is the appropriate point of view in the 
analysis of the steady numerical simulation to be considered 
later on. 

The second way is to reformulate the problem, as is illustrated 
in Fig. 2. The flow is now uniform at the inflow boundary and 
the unsteady pressure waves enter at the outflow boundary. A 
physical example of this situation is a shock wave ahead of a 
supersonic fan. The entropy rise between inflow and outflow 
boundary due to dissipation of an upstream propagating pressure 
wave or a weak shock wave is then given by the negative of 
the second pressure wave contribution in Eq. (22). 

Evanescent Pressure Waves. For single evanescent pres
sure waves the last two terms in Eq. (22) are zero. They do 
not contribute to the mixing loss. The simultaneous presence 
of both evanescent pressure waves, one decaying upstream and 
the other one downstream, leads to a change in the entropy flux 
between inflow and outflow through crosscoupling terms upon 
transformation of Eq. (21) into Eq. (22). This case, however, 
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•\ 

subsonic 
vorticity wave 

supersonic 
vorticity wave 

supersonic pressure 
wave downstream 
supersonic pressure 
wave upstream 
supersonic 
entropy wave 

Perturbation Amplitudes: 

entropy wave: A — ~-1 

vorticity wave: / 3 . 

A- ,/SJfif 
V Mo+ wo 

pressure wave: A = -£• 

Mean Flow: 

subsonic: Mo = 0.75, 
Mxfl = 0.35, MVfl = 0.53 

supersonic: Mo = 1.25, 
M1]0 = 0.75, M„,o = 1.00 

Perturbation amplitude A 

Fig. 3 Accuracy of the second-order entropy rise (f t = 0) 

represents an ill-posed problem because the postulated mean 
flow state U0 does not exist. 

Numerical Check and Accuracy 

The analytical results for the mean-flow change 02 (Eq. (18)) 
and the entropy rise A r (Eq. (22)) were checked against a 
numerical simulation. The mean-flow change and the entropy 
rise were calculated using both the result of the asymptotic 
analysis and a fully nonlinear approach. 

An arbitrary combination of waves of arbitrary amplitudes 
b,m„ and phase angles ipim„ but the same reduced frequency fl„,„ 
was superimposed upon a mean flow of arbitrary Mach numbers 
Mxfi and Myfi. In the limit of infinitesimal wave amplitudes, the 
two approaches yield identical result regardless of the mean 
flow state, the composition of the disturbance vector, and the 
reduced frequency. For zero reduced frequency, Fig. 3 shows 
the accuracy of the entropy rise calculated from Eq. (22) versus 
the perturbation amplitude. Only a single wave was entering 
(or leaving) the control volume. While the choice of a single 
disturbance is necessarily arbitrary, it allows one to judge the 
degree of nonlinearity in the Euler equations and the range of 
applicability of the asymptotic analysis for different disturbance 
types and mean flows. 

Implications for Flow Simulations 

Mixing Loss at the Stator/Rotor Interface. Turbomachin-
ery flows are inherently unsteady. Nevertheless, steady simula
tions prevail as routine design tools because they are easier to 
implement and less CPU-intensive than unsteady simulations. 
In steady simulations the nonuniform axial fluxes of mass, mo
mentum, and energy, defined in Eq. (2) , are mixed out at the 
stator outflow boundary and subsequently transferred to the 
rotor frame to provide uniform and steady inflow boundary 
conditions. Other approaches are possible and are used in prac
tice but they are nonconservative, i.e., the fluxes are not con
served across the interface, and they defy physical interpreta
tion. The interface mixing loss associated with a conservative 
approach can be examined with the help of the asymptotic 
analysis presented above. A detailed case study is found in the 
next section. Four important general findings, however, need to 
be pointed out first. 

First, the entropy rise (Eq. (22)) is invariant to a circumferen
tial translation of the control volume. Thus, it is independent 
of the frame of reference in which Eq. (22) is applied. It can 
be calculated in the absolute or in the relative frame. While the 

right eigenvectors (7) and (10), and therefore the perturbations 
of the primitive variables in Eq. (22), depend on the Mach 
number My, they do so only through a factor (f2 - My). With 
the reduced frequencies in stator and rotor related by 

bin — its , 
a0 

(23) 

the above-mentioned factor and the mixing loss remain constant 
upon changing the frame of reference. 

Second, the interface entropy rise in a steady simulation is 
the same that would be observed if the flow were allowed to 
mix out completely at constant area in the limit of an infinite 
blade row gap. Since stator outflow and rotor inflow boundary 
are sliding past each other with zero axial gap, the mixing occurs 
at constant area and the results of the asymptotic analysis, Eqs. 
(18) and (22), apply. 

Third, evanescent pressure waves ("cut-off" sound waves) 
do not contribute a mixing loss. As a consequence, the potential 
field associated with an upstream blade row, which represents 
an evanescent pressure wave, does not lead to a mixing loss at 
the steady interface. Entropy and vorticity waves are simply 
converted with the mean flow and their contribution to the 
mixing loss is independent of the interface location within the 
blade row gap. Therefore, it is unnecessary to place the interface 
far downstream of the trailing edges to keep the mixing loss 
small. Barring the effects of numerical smoothing, the mixing 
loss is not affected by the interface position in an inviscid 
simulation. This statement carries over qualitatively to viscous 
simulations. 

Fourth, the interface model gives the "physically correct" 
mixing loss for propagating pressure waves as well as for weak 
shock waves. The presence of weak shock waves at the interface 
will cause a loss; it is the same the flow would experience if it 
were allowed to go through the corresponding, axially weaken
ing, sequence of shocks in the limit of an infinite blade 
row gap. 

Numerical Smoothing. The control volume argument and 
the asymptotic analysis made no assumption other than adia-
batic mixing at constant area and the applicability of the linear/ 
quadratic regime, i.e., the neglect of terms of order higher than 
two. In particular, no assumption was made about the mecha
nism mixing out the flow within the control volume. The results, 
Eqs. (18) and (22), are therefore valid for a physical flow 
mixed out by the action of laminar or turbulent viscosity and 
conductivity as well as for a simulated flow mixed out by the 
action of numerical smoothing. Smoothing is required to stabi
lize numerical simulations of the Euler equations. Equations 
(18) and (22) hold in the presence of second-difference 
smoothing, which mimics the action of physical viscosity, and 
in the presence of fourth-difference smoothing, which has no 
physical counterpart. The former is necessary to capture shock 
waves, the latter to dissipate high-wavenumber oscillations, 
which are solutions to the finite difference equations but not 
the partial differential equations. 

Two conclusions can be drawn. First, as long as the basic 
formulation and the numerical implementation of algorithm plus 
smoothing are conservative, the results (18) and (22) hold in 
a numerical simulation. Second, the simulation of a flow in 
which waves are dissipated by way of numerical smoothing 
must essentially show the same integrated entropy rise as the 
corresponding physical flow in which the waves are dissipated 
by the action of physical viscosity and conductivity. 

Application to a Turbine Stage 
The asymptotic analysis can be used to investigate in detail 

the mixing loss at a steady interface in a numerical simulation. 
A viscous simulation of a highly loaded transonic high-pressure 
turbine stage, called the ACE turbine stage, which has been 
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axial location x 
Fig. 4 Static pressure contours In a steady simulation of the ACE turbine 
stage 

tested at MIT Guenette et al. (1989), was chosen as an example. 
The simulation was performed with the code UNSFLO by Giles 
(1991). 

Global Analysis. Figure 4 shows the static pressure con
tours in a steady simulation of the flow through the ACE turbine 
stage. A detailed account of the unsteady interaction is found 
in Giles (1990a). The axial coordinate x has been nondimen-
sionalized by the stator axial chord. The stator leading edge is 
located at x = 0, the trailing edge at x = 1. The shock waves 
originating at the stator trailing edge are seen to vanish at the 
interface. The outflow boundary conditions ensure that entropy, 
vorticity waves, and pressure waves leave the stator computa
tional domain with very little reflection. Between the stator 
outflow and the rotor inflow, bounding a control volume of zero 
axial extent, the flow is first mixed out and then transferred to 
the rotor frame to provide steady and uniform inflow boundary 
conditions. 

Figure 5 compares the time-mean flux average of the specific 
entropy Fin the blade passages for a steady and for an unsteady 
simulation. It is defined analogous to Eq. (21): 

S. 
i r /•' 
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The focus here is the steady interface. Of the total entropy 
rise in the steady simulation about 20 percent is caused by 
mixing loss at the stator/rotor interface. Although it was recog
nized previously that the interface treatment in steady simula
tions results in an entropy rise, see for example Denton (1992), 
its potentially large magnitude needs to be pointed out. While 
its level of unsteadiness and its level of mixing loss are high, 
the ACE stage is representative of modern high-pressure turbine 
design. 

unsteady ^ j l o c a t i o n 
— — — steady 

Fig. 5 Entropy rise in numerical simulations of the ACE stage (turbulent 
boundary layers/no free-stream turbulence) 

Beyond the interface, the entropy rise is slower in the steady 
than in the unsteady simulation. All waves that could cause 
unsteadiness in the rotor frame, and additional entropy rise upon 
dissipation, have been mixed out at the interface already. As a 
consequence, the total entropy rise through the stage remains 
only 8 percent higher in the steady simulation despite the contri
bution at the interface. Part of the interface mixing loss must 
thus be viewed as being physically meaningful but having oc
curred prematurely at the interface; it is not merely a numerical 
artifact. 

An important question remaining to be answered is whether 
the differing loci of dissipation in a real flow or an unsteady 
simulation thereof on the one side and in a steady simulation 
on the other side are quantitatively significant. The authors tend 
to believe that, in general, they are not. A note of caution is 
in order though because mixing at the steady interface occurs 
localized at constant mean flow state while mixing in the rotor 
passage of the unsteady simulation occurs in an expansion re
gion. With the same wave amplitudes dissipated in both cases, 
the entropy rise at the steady interface is higher. 

Detailed Asymptotic Analysis. The asymptotic analysis is 
now applied to the investigation of interface mixing loss; it is 
used to identify the contributors and the magnitude of their 
contributions. This kind of detailed information was not avail
able previously. 

To that end, the nonuniform stator outflow of the steady 
simulation is decomposed into its Fourier modes along the 
boundary. The wavenumbers ky<m are set by the stator pitch and 
the number of boundary nodes. The individual waves contained 
in these modes are determined with the help of the left eigenvec
tors corresponding to the right eigenvectors tlri. With the indi
vidual waves amplitudes known, Eq. (22) is used to determine 
the magnitude of their contributions to the mixing loss. 

Table 1 Mixing loss at the interface, by wave type 

predicted entropy rise As 0.00436 

Entropy Waves \KXtlm) I 4.3% 
Vorticity waves (fc^m) 15.6% 
Pressure waves (kx>3m) 80.9% 
Pressure waves (kXt4m) -0.8% 
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Table 2 Mixing loss at the interface, by wavenumber Conclusions 

entropy rise As in the simulation 0.00417 
entropy rise As predicted 0.00436 

wavenumber kVti 49.9% 
kVt2 32.5% 

Kfl 9.2% 
Kj/,4 5.2% 

all higher modes 3.2% 

Table 1 lists the contributions by wave type, regardless of 
wavenumber along the interface. Pressure waves propagating 
downstream (with wavenumber kxM) are seen to account for 
the major part of the mixing loss. In a steady subsonic flow all 
pressure waves are of evanescent nature, as is easily deduced 
from Eq. (8); they do not contribute to the entropy rise. In a 
steady supersonic flow, like the outflow of the ACE stator, all 
pressure waves are of propagating nature and do contribute. 

As was pointed out earlier, weak shock waves can be modeled 
as isentropic pressure waves. The analysis does exactly that; 
the shock waves present at the stator outflow boundary are 
interpreted as pressure waves propagating downstream. The as
ymptotic analysis yields the ' 'physically correct'' interface mix
ing loss upon their dissipation. The oblique shock waves intro
duce a relatively strong perturbation at the stator outflow bound
ary and are the primary cause of the large entropy rise at the 
interface. 

Vorticity waves and entropy waves, primarily a consequence 
of the stator boundary layers, contribute the rest of the mixing 
loss. There is also a minor negative contribution to the entropy 
rise from pressure waves propagating upstream. The flow is 
axially subsonic and pressure waves can travel upstream against 
the mean flow. Since disturbances in the rotor frame do not 
make themselves felt upstream beyond the interface, these 
waves are reflections from the stator outlet boundary. While 
the boundary conditions are designed to pass through waves 
traveling downstream (Giles, 1990b), their linear nature pro
duces weak reflections in the presence of nonlinear phenomena 
like shock waves. 

Table 2 lists the contributions by wavenumber (or wave
length) along the interface, regardless of the wave type. The 
fundamental wavenumber along the interface, kyA, correspond 
to a wave with one period per stator pitch. The importance of 
higher harmonics is due to the presence of oblique shock waves. 

Adding up the individual contributions, the asymptotic analy
sis is found to overpredict the mixing loss observed in the steady 
simulation by 4.5 percent. The discrepancy is explained by the 
nonlinearity of the mixing process in the presence of all but 
the weakest shock waves. Given the large amplitude of the 
disturbance at the stator outlet, the ACE turbine stage represents 
a difficult test for the asymptotic analysis and it exhibits surpris
ing accuracy. Note that this discrepancy is consistent with Fig. 
3, which shows that the asymptotic analysis over/predicts the 
entropy rise due to dissipation of a downstream propagating 
pressure wave of finite amplitude. 

A P P E 

MJi0 1 0 1 0 
0 M,,0 0 1 
0 0 MU 0 
0 1 0 M,,0 

In a rigorous mathematical manner, a link has been estab
lished between the dissipation of unsteadiness in a two-dimen
sional compressible flow and the resulting mixing loss. A novel 
asymptotic approach and a control-volume argument are central 
to the analysis. The flux-average entropy rise was found to 
be the only physically sound measure of loss in an unsteady 
nonuniform flow. This paper presented the first work clearly 
identifying and explaining the separate contributions to the mix
ing loss from simultaneous linear disturbances. The result is 
consistent with previous work on single vorticity waves or sin
gle propagating pressure waves. It was expressed in a form 
that facilitates understanding of the flow physics involved. A 
comparison to a fully nonlinear approach shows the asymptotic 
approach to be accurate up to substantial disturbance levels. 

An important result is the finding that evanescent pressure 
waves, unlike propagating pressure waves, do not contribute a 
mixing loss. This has important implications for steady numeri
cal simulations of turbomachinery. The potential field of an 
upstream blade row does not contribute a mixing loss at the 
stator/rotor interface while weak shock waves and propagating 
pressure waves contribute the "physically correct" loss. Impli
cations for numerical smoothing were also discussed. 

The asymptotic approach was applied to the first detailed 
analysis of mixing loss at the interface of a steady simulation. 
In the stage examined, the transonic first stage of a high-pressure 
turbine, the interface mixing loss was found to account for a 
surprising 20 percent of the total losses in the stage. So far, the 
potentially large magnitude of this loss has found little detailed 
attention in the CFD community. The interface mixing loss is 
the same that would be observed if the flow were allowed to 
mix out completely in the limit of an infinite blade row gap. 
Contributions from different wave types and spatial and tempo
ral harmonics were identified, quantified, and discussed. 
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D I S C U S S I O N 

L. H. Smith, Jr.1 

The authors are to be congratulated for treating a very com
plex phenomenon in a comprehensible fashion and distinguish
ing the effects of the several sources of unsteadiness. 

It seems to be implied, although not actually stated, that the 
mixing loss (entropy rise) from stator exit nonuniformities that 
is calculated at the interface plane is largely inevitable regard
less of what the downstream rotor does to the flow. I have 
always thought that a rotor could partially flatten a stator vane 
viscous wake through a reversible energy exchange process, 
thereby avoiding some of the entropy rise that would occur if 
the wake were flattened entirely by mixing. In a recent article 

(Smith, 1993), it is pointed out that the propulsive efficiency 
of a self-propelled craft can be increased by placing the pro-
pulsor in the wake of the craft. It can be shown that the energy 
thereby saved is just equal to the reduction of wake mixing 
loss, the wake having been flattened by reversible energy addi
tion rather than by viscous dissipation. This case can be related 
to the subject of the present paper by thinking of the propelled 
craft as a giant stator vane and the propulsor as an idealized 
rotor. 

The amount of mixing loss that can be avoided in an actual 
turbine or compressor by this mechanism is probably not large, 
but it has been speculated that this may explain part of the 
gain in efficiency that is usually observed when the stages of a 
multistage compressor are spaced together more closely. 

' GE Aircraft Engines, Cincinnati, OH 45215. 
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mixing loss (entropy rise) from stator exit nonuniformities that 
is calculated at the interface plane is largely inevitable regard
less of what the downstream rotor does to the flow. I have 
always thought that a rotor could partially flatten a stator vane 
viscous wake through a reversible energy exchange process, 
thereby avoiding some of the entropy rise that would occur if 
the wake were flattened entirely by mixing. In a recent article 

(Smith, 1993), it is pointed out that the propulsive efficiency 
of a self-propelled craft can be increased by placing the pro-
pulsor in the wake of the craft. It can be shown that the energy 
thereby saved is just equal to the reduction of wake mixing 
loss, the wake having been flattened by reversible energy addi
tion rather than by viscous dissipation. This case can be related 
to the subject of the present paper by thinking of the propelled 
craft as a giant stator vane and the propulsor as an idealized 
rotor. 

The amount of mixing loss that can be avoided in an actual 
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A Reduced Order Model of 
Unsteady Flows in 
Turbomachinery 
A novel technique for computing unsteady flows about turbomachinery cascades is 
presented. Starting with a frequency domain CFD description of unsteady aerody
namic flows, we form a large, sparse, generalized, non-Hermitian eigenvalue problem 
that describes the natural modes and frequencies of fluid motion about the cascade. 
We compute the dominant left and right eigenmodes and corresponding eigenfrequen-
cies using a Lanczos algorithm. Then, using just a few of the resulting eigenmodes, 
we construct a reduced order model of the unsteady flow field. With this model, one 
can rapidly and accurately predict the unsteady aerodynamic loads acting on the 
cascade over a wide range of reduced frequencies and arbitrary modes of vibration. 
Moreover, the eigenmode information provides insights into the physics of unsteady 
flows. Finally we note that the form of the reduced order model is well suited for 
use in active control of aeroelastic and aeroacoustic phenomena. 

Introduction 
In this paper, we present a new approach for computing un

steady flows through turbomachinery cascades. In particular, 
we first compute the dominant eigenmodes of the fluid motion. 
We then use these eigenmodes to construct a compact and effi
cient dynamic model of the unsteady flow. 

Numerous analyses have been developed in recent years to 
predict the unsteady flows about cascades due to wake interac
tion and vibratory blade motion. Most of these analyses compute 
the unsteady flow in the time domain or frequency domain. In 
time domain analyses (Hodson, 1985; Whitfield et al., 1987; 
Giles, 1988; Rai, 1989a, 1989b; He, 1990, 1993; Huff et al., 
1991; Gerolymos, 1993), one time accurately "time marches" 
the unsteady flow solution from one time level to the next using 
conventional computational fluid dynamic (CFD) algorithms. 
The time domain approach is particularly well suited for solu
tion of nonlinear hyperbolic and parabolic equations such as 
the potential, Euler, and Navier-Stokes equations. The main 
drawback is the high computational cost. Because of the require
ment that the scheme be accurate and stable, the maximum 
allowable time step is usually quite small—especially for very 
fine computational grids—leading to large computational times. 

In so-called time linearized analyses (Whitehead and Grant, 
1981; Verdon, 1987; Hall and Crawley, 1989; Hall and Clark, 
1993; Hall and Lorence, 1993; Hall, 1993; Holmes and Chuang, 
1993; Lindquist and Giles, 1994), one assumes that the un
steady flow field is the sum of a time invariant mean flow plus 
a harmonically varying small disturbance flow. The resulting 
equations for the small disturbance flow are linear, time invari
ant variable coefficient equations for the complex amplitude of 
the unknown small disturbance flow. These small disturbance 
equations are discretized and solved very efficiently via LU 
decomposition or an appropriate iterative technique. Typical 
time-linearized calculations require close to two orders of mag
nitude less computational time than time-accurate time-
marching algorithms. For this reason, the time-linearized ap
proach is widely used in the turbomachinery industry for flutter 
and forced response calculations. 

Contributed by the International Gas Turbine Institute and presented at the 39th 
International Gas Turbine and Aeroengine Congress and Exposition, The Hague, 
The Netherlands, June 13-16, 1994. Manuscript received by the International 
Gas Turbine Institute February 25,1994. Paper No. 94-GT-291. Associate Techni
cal Editor: E. M. Greitzer. 

One criticism of both the time marching and time linearized 
approaches is that they provide predictions for a single condition 
only, e.g., a single reduced frequency, interblade phase angle, 
and mode shape. Other than through extensive parametric stud
ies, these analyses provide little physical insight into the behav
ior of the unsteady flow. A number of investigators have used 
the "indicial response" technique to partially alleviate these 
difficulties for external flows [see for example Nixon (1989)]. 
More recently, Bakhle et al. (1991) have developed the indicial 
response technique for use in turbomachinery applications. Us
ing a time-marching analysis, Bakhle et al. computed the time 
history of the unsteady forces acting on the airfoils in a cascade 
due to a small indicial step motion of the airfoils. They then 
Laplace transformed the resulting lift history to find a transform 
from which they could quickly compute the unsteady lift at any 
desired frequency. This technique, while providing a somewhat 
more generally applicable solution from a single time domain 
calculation, still only provides a solution for a single mode 
shape of blade vibration. Furthermore, the method obscures the 
influence of the input (the mode shape of vibration) and the 
dynamics of the fluid flow on the output (the unsteady force 
acting on the airfoil). 

Parker (1967) noted that cascade acoustic resonances (i.e., 
eigenmodes) could be excited in cascades resulting in large 
unsteady forces acting on the airfoils of cascades. He calculated 
both the natural frequencies and mode shapes of these reso
nances for low-speed flows about a cascade of unstaggered flat 
plate airfoils. Parker found that the numerically predicted natu
ral frequencies compared quite well with those he measured 
experimentally. 

More recently, Mahajan et al. (1991a, 1991b) have computed 
the eigenfrequencies of fluid flow about an isolated airfoil mod
eled with a Navier-Stokes CFD algorithm to understand better 
the influence of artificial viscosity on numerical stability. The 
eigenvalue information was computed using a Lanczos proce
dure. In a later paper, Mahajan et al. (1993) applied a similar 
technique to compute the aeroelastic stability of the SR5 prop-
fan. In their analysis, the eigenfrequencies were extracted from 
a time domain potential model of the unsteady flow field. The 
airfoils were modeled as "typical sections" with one bending 
and one torsional degree of freedom. The method predicted the 
aeroelastic damping of the system directly, rather than the less 
meaningful "required damping" one would compute using a 
conventional V-g analysis. 
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In this paper, we extend the previous eigenmode analyses by 
using the mode displacement method to construct reduced order 
models of unsteady compressible flow about airfoils in cascade. 
The eigenmode information is obtained by first discretizing the 
time-linearized small-disturbance form of the full potential 
equation. Because the discretized equations are quadratic in the 
eigenfrequency, we must solve a quadratic, complex, general
ized, non-Hermitian eigenvalue problem to obtain the eigen
mode information. To solve this problem, we have implemented 
a generalized non-Hermitian Lanczos algorithm that takes into 
account the quadratic nature of the problem. Using the com
puted eigenmodes, we construct reduced order models, which 
can be used to describe the dynamic behavior of the unsteady 
flow over a wide range of reduced frequencies and arbitrary 
vibrational mode shapes. In addition, we develop the "method 
of multiple corrections" to improve the accuracy of the basic 
reduced order model. The method is a generalization of the 
static correction and acceleration methods commonly used in 
structural dynamics (Bisplinghoff and Ashley, 1962; Cornwell 
et al., 1983). Finally, we demonstrate that the unsteady flow 
about a cascade of airfoils can be accurately modeled using just 
a few dominant fluid eigenmodes. 

Theory 

Time-Linearized Potential Model. The reduced order 
modeling technique developed in this paper is quite general and 
can be applied to a variety of flow models. In this paper, we 
have applied the technique to the two-dimensional linearized 
full potential equation. Hall (1993) has previously described 
this model in detail. Hence, only the essential features are de
scribed here for completeness. 

The flow through a compressor or turbine blade row is as
sumed to be inviscid, isentropic, irrotational, and two dimen
sional. Any boundary layers are assumed to be thin and attached. 
Under these circumstances, the full potential equation provides 
a reasonable description of the unsteady flow. The nonlinear 
full potential equation is given by 

V24> 
1 0f£ 

dt2 ^ + m •£4*.(v*>>i (1) 

where 4> is the velocity potential, and c is the local speed of 
sound. The static pressure and density, as a function of the 
velocity potential, are 

P = PA 1 
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where PT and pT are the total pressure and total density, respec
tively, CT is the total speed of sound, and y is the ratio of 
specific heats. 

In the direct problem, we calculate the unsteady forces acting 
on the airfoils due to small harmonic vibrations of the airfoil 
with frequency u>. Toward that end, the solution to Eq. (1) 
will be found computationally using a finite element method 
implemented on an //-grid. For accuracy, a deforming computa
tional grid that conforms to the motion of the vibrating airfoils 
is used. The grid motion is defined by the coordinate transforma
tion 

x(£, 77, r) = £ + M, tfe*" (4) 

(5) 

(6) 

Fig. 1 Computational domain showing various computational boundary 
types; portion of H-grid is shown at left 

or alternatively, the coordinates of the undeformed grid. The 
perturbation functions / and g describe the small deformation 
motion of the grid about its mean or undeformed position. 

Having defined the unsteady coordinate system, we next de
fine the unsteady flow field. The unsteady potential is given by 

<A(f, V> T) = $(£, TJ) + <£(£, n)eJ (7) 

where here $(£, 77) is the steady flow potential function, and 
0(£, 77) is a small perturbation potential. Note, however, that 
there are two sources of unsteadiness in Eq. (7). If one observes 
the flow field at a point fixed in physical space (constant x, y), 
one sees not only an unsteadiness from the unsteady perturba
tion potential <f>, but also from the "steady" potential $ being 
convected past the fixed observer due to the deformation of the 
grid. 

Substitution of Eqs. (2)-(7) into the full potential equation, 
Eq. (1), and collection of zeroth and first-order terms results 
in the steady (zeroth-order) flow equation, and the unsteady 
small disturbance (first-order) equation. The steady flow poten
tial equation is given by 

V' 2$ = 
C2 V'$-V ' (V '* ) 2 (8) 

where C is the steady speed of sound, and V is del operator 
in the £, 77 coordinate system. 

The linearized potential equation is given by 

V'-/?V'(/) - V ' ^ ( V ' S ^ + j W O V c 

R 
- - j O W ^ V c A - w2<rj) = b (9) 

where £ and 77 may be thought of as the mean coordinate system, 

where R is the steady density and b is an inhomogeneous term 
that arises from the prescribed vibratory motion of the computa
tional grid. 

In addition to the basic governing equations, appropriate 
boundary conditions must be applied around the boundary of 
the computational domain (see Fig. 1). For example, on airfoil 
surfaces, the velocity normal to the airfoil surface must equal 
the upwash arising from the vibration of the airfoil. On the 
wake surface, no mass can flow through the wake, and the 
pressure jump across the wake must be zero. Additionally, up
stream and downstream of the airfoil along the periodic and 
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wake boundaries, periodicity conditions are imposed that allow 
the computational domain to be reduced to a single blade pas
sage. Finally, on the upstream and downstream far-field bound
aries, nonreflecting boundary conditions are imposed to prevent 
spurious reflections of outgoing pressure waves for the linear
ized flow analysis. For the present analysis, we use approximate 
nonreflecting boundary conditions based on pseudo-differential 
operator techniques (Engquist and Majda, 1977; Higdon, 
1986). We use approximate rather than exact nonreflecting 
boundary conditions (Hall et al., 1993; Verdon, 1989) for rea
sons to be explained shortly. 

The general procedure in the direct frequency domain ap
proach is to first compute the steady flow through the cascade. 
The resulting steady flow solution is used to form the variable 
coefficient equation, Eq. (9) , that describes the unsteady flow 
field. The linearized potential equation is then discretized and 
solved using LU decomposition. Finally, the unsteady surface 
pressure is calculated using a linearized version of the Bernoulli 
equation, Eq. (2) , and the unsteady pressure is integrated to 
obtain the unsteady force acting on the airfoils. 

Following Hall (1993), we solve both the steady and un
steady flow problems using a variational finite element method 
based on an extension to Bateman's variational principle for 
compressible flow (Bateman, 1930). The resulting discretized 
equations for the unsteady flow field are of the form 

A± = b (10) 

where the matrix A is a large, sparse, complex, non-Hermitian 
matrix of order n, and b is an inhomogeneous vector that arises 
from the prescribed airfoil and grid motion. The vector <£ is the 
vector of unknown nodal values of the unsteady velocity poten
tial <f>. 

Eigenmode Analysis 

State Space Formulation. Considering the discretized time-
linearized small disturbance equations, Eq. (10), we note that 
every element in the matrix A is quadratic injuj. (If we had 
used exact nonreflecting boundary conditions rather than ap
proximate boundary conditions, the terms in the matrix equation 
associated with the far-field boundary conditions would not be 
quadratic.) Hence, Eq. (10) may be written as 

[A0 + ju)\{ + to2A.2]± = b (11) 
where the matrices A0, A h and A2 are matrices that are not 
functions of w. Such quadratic matrix equations are common 
in structural dynamic problems. In structural dynamic problems, 
the matrices A0 and A2 are usually real symmetric and positive 
definite, or occasionally complex Hermitian and positive defi
nite. Additionally, in structural dynamics problems, the matrix 
Ai is often small, and the simplifying assumption is made that 
A! is zero or the identity matrix, or alternatively, is a linear 
combination of the matrices A0 and A2. In the present unsteady 
flow analysis, the matrices A0, Ai, and A2 are all the same 
order, complex, and non-Hermitian so that none of the above 
simplifying assumptions can be made. 

For convenience, we convert Eq. (11) to a form that is first 
order in jui by recasting in state-space form. Let $ be the system 
"state" defined by 

HI4} 
Equation (11) may then be rewritten as 

, 4 * - ju'm = b (13) 
where 

G 0 " 
, '1} = 

0 G" 
, b = f0] 

> i A0. _A2 0 IbJ 

and where G is any nonsingular matrix, We chose for the present 
analysis G = A0. 

To solve the inhomogeneous problem, Eq, (13), one can 
solve the homogeneous part of the problem first—a generalized 
eigenvalue problem—to determine the natural mode shapes 
(eigenmodes) and the corresponding natural frequencies (ei
genvalues). This modal information may then be used to diago-
nalize Eq. (13) and solve the inhomogeneous problem. 

Consider the solution of the generalized eigenvalue problem. 
The ith eigenvalue X, and corresponding right eigenvector x, 
are defined by the eigenvalue problem 

,Ax, = VAX, (14) 

More generally, we may write 

e/fX = ^XA (15) 

where now X is the matrix containing the 2n eigenvectors. The 
ith eigenvector is stored in the ith column. The matrix A is 
a diagonal matrix whose ith entry is the eigenvalue X,. For 
convenience, the eigenvalues X,- are ordered from smallest to 
largest in magnitude. Similarly, the left eigenvectors are defined 
by 

JN = r/fYA (16) 

The eigenvectors, suitably normalized, are fi-orthonormal, 

Y r s«X = I (17) 

YT,/fX = A (18) 

where I is the 2n by 2n identity matrix. 

The Reduced Order Model. Because the number of degrees 
of freedom in our unsteady flow model is quite large, it would 
be prohibitively expensive to compute all of the eigenvectors. 
Therefore, we will model the dynamic behavior of the fluid 
using the "mode displacement method" with a small number 
of eigenvectors. We represent the solution * as a linear combi
nation of the eigenvectors X so that 

* = Xc (19) 

where c is the vector of modal coordinates. Substitution of Eq. 
(19) into Eq. (13) gives 

,-AXc - ju'llXc = B (20) 

Multiplying Eq. (20) by YT , and making use of Eqs. (17) 
and (18), we obtain In decoupled equations for the modal 
coordinates, 

X,c, - ju)Ci = 6i, i = 1, 2« (21) 

where <5, is the ith participation factor, the ith entry of the 
vector Y H). Finally then, we may write the system state as 

In In c 

* = X c,x, = X —^— x, (22) 

Generally speaking, the coefficient c,- multiplying x, gets 
small for large i (large X,). Hence, as is commonly done in 
structural dynamics, we truncate the above series at i = m < 2n. 

Static Correction Technique. To improve the convergence 
of the series of Eq. (22), we use a variation of the "static 
correction" or "modal acceleration" techniques originally de
veloped for structural dynamics problems (Bisplinghoff and 
Ashley, 1962; Cornwell et al., 1983). One notes that as i gets 
large, so does X,. If X., is large, then the termy u> in the denomina
tor of c, may to a good approximation be neglected. In other 
words, the higher modes respond in a quasi-static way. This 
naturally leads one to let 
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* = $ + *static (23) 

where 

^*sta,c = B (24) 

Substitution of Eq. (23) and (24) into Eq. (13) gives 

A$ - jujm = jujrmMic (25) 
Again making use of the bi-orthogonality conditions, and after 
some manipulation, one finds that 

m • c 

* = 2 ^ 7 — h - X,- + *SIa«c (26) 

Each term in the series in Eq. (26) differs from the terms in 
the series in Eq. (22) by a factor ofja>/\,-. Thus, since \ju)l 
\, | < 1 for large ;', the series in Eq. (26) converges faster than 
that in Eq. (22), and fewer terms need to be retained to obtain 
an accurate solution. 

The Method of Multiple Corrections. Equation (26) may 
be generalized to multiple levels of corrections. Without deriva
tion, we write that the method of multiple corrections is given 
by 

* = *"c + *JL, (27) 

where Nc is the number of corrections. Also, 

»»_£(£)\^„ (28) 
W c - 1 

*£*> = X U")% (29) 

and 

s0 = J^b = *L«c 

s t = ^fiSt-i. k a 1 

where <-AR = *A~X% 
This method of multiple corrections converges even more 

quickly than Eq. (26) because for large i (large X,), the term 
(jui/\i)N is quite small. Nevertheless, the method of multiple 
corrections may break down for large Nc. This is because the 
leading order term (proportional to (y'w/Xi )N) in this series will 
be very large for large A .̂ Hence, 4 " will be numerically large, 
as will the term *J!a,ic. The sum of the two, however, will be 
of order unity. In finite precision arithmetic, such operations 
can lead to significant roundoff errors. We have found that 
for problems considered thus far, using about five corrections 
generally produces the best results. 

Eigenvalue Computation. For the reduced order model de
scribed above to be of practical use, one must be able to calcu
late efficiently the eigenvalues and eigenmodes of those modes 
with | \j | < Kerned where XSpecifled is somewhat larger than the 
maximum frequency u> of interest. Note further that for our 
problem, the eigenvalue problem is a large, sparse, complex, 
non-Hermitian, quadratic, generalized problem. 

In recent years, investigators have had success solving the 
quadratic, real, nonsymmetric, generalized eigenvalue problem 
(e.g., Zheng et al., 1989; Rajakumar, 1993). Others have solved 
certain complex, non-Hermitian, generalized (but nonqua-
dratic) eigenvalue problems (Cullum et al., 1989; Saad, 1992). 
However, we have not found in the literature applications of 
efficient eigensolvers to the quadratic, complex, fully non-Her
mitian, generalized eigenvalue problem. Thus, as part of the 
present work, we have developed a number of computer codes 
to solve this eigenvalue problem including a method using sub-
space iteration with projection and deflation (Stewart, 1976; 

Jennings, 1978; Stewart and Jennings, 1981), an Arnoldi Gram-
Schmidt method (Wilkinson, 1965; Zheng et al., 1989), and a 
generalized nonsymmetric Lanczos method with full re-orthog-
onalization (Wilkinson, 1965; Cullum et al., 1989; Rajakumar, 
1993). The last of these methods was found to be the most 
efficient, and is described briefly below. 

The left and right generalized eigenvalue problems may be 
rewritten as 

XA-1 = ,ARX (30) 

YA"1 = ,.AL\ (31) 

where <AR = Jt~uB and ,AL = ,A~Tc-BT. 
Next, as is usually done in eigenvalue computations, we seek 

similarity transforms of the form 

,AV = VH« (32) 

Ji,yi = WHz. (33) 

where HR and HL are upper Hessenberg matrices. Within this 
constraint, however, there is great flexibility in the choice of V 
and W. It is convenient to impose the additional constraint 
that V and W be orthonormal with respect to % Under these 
conditions, one can easily show that 

H« = HI (34) 

Hence, because both HR and HL are upper Hessenberg, they 
must also be tridiagonal. Cullum and Willoughby (1985) have 
shown that any tridiagonal matrix can be reduced to a symmetric 
tridiagonal matrix. Therefore, without loss of generality, we can 
assume that both HR and HL are in fact equal to the symmetric 
tridiagonal matrix T. 

Next, we make the change of variables 

X = VZ (35) 

Y = WZ (36) 

Using these transformations, one can show both the right and 
left eigenvalue problems, Eqs. (30) and (31), reduce to 

ZA~' = TZ (37) 

Note that since the matrix T is symmetric, the left and right 
eigenvectors of Eq. (37) are identical. Furthermore, because T 
is tridiagonal, the eigenvalues and eigenvectors can be effi
ciently computed. The eigenvalues of T are equal to the eigen
values of *AR and „AL, and the eigenvectors of T are related to 
the eigenvectors of -AR and ,AL through Eqs. (35) and (36). 

The last remaining task, then, is to compute the matrices T, 
V, and W. This is accomplished using the Lanczos recursion. 
To begin the recursion, one picks initial right and left vectors 
Vj and W! (the first columns of the matrices V and W), which 
are 6B-orthonormal, i.e., 

wr<8v, = 1 (38) 

In pseudo-code, the generalized Lanczos algorithm may then 
be written as 

A, = 0 
for; = 1, 2n - 1 
r = <-AR\j 

s = -Aiyrj 

r = r - PJVJ-I 
s = S - PjWj-l 
aJ = wj'fir 
r = r - aft 
s = s - ajY/j 

A+i = ( s^ r )
1 / 2 

vJ+, = r/0J+1 
W/+i = s/0j+1 

next j 
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Fig. 2 Mach number contours for Tenth Standard Configuration test 
case: 0 = 45 deg, G = 1.0, M_» = 0.7, fi^„ = 55 deg 

Note that the matrices AR and AL are never actually computed. 
Instead, the matrix A is LU-decomposed, 

A = £% = 

where 

L i 

A.U"1 I 

A0 = LU 

U 

0 
(39) 

(40) 

Then, whenever the product r = AR\ is required, one simply 
performs one forward and one back substitution to solve the 
linear equation 

£%r = "By (41) 

A similar technique is used to compute s = ALy. 
In principle, the basic Lanczos algorithm produces fi-ortho-

normal matrices V and W. Unfortunately, using finite precision 
arithmetic, fi-orfhogonality can be lost. We attempt to maintain 
orthogonality by checking for ^-orthogonality at each step of 
the Lanczos algorithm and, if necessary, performing a Gram-
Schmidt reorthogonalization. 

Having computed the a, and 0j, one forms the matrix 

ai 0i 
02 «2 01 

02n Ot2„. 

(42) 

which shares the same eigenvalues with the matrix AR (and 
AL). If carried to completion, however, the Lanczos algorithm 
would be computationally quite expensive. Fortunately, the pro
cess can be stopped part way. Let T„ be the tridiagonal matrix 
obtained by performing only p steps of the Lanczos recursion. 
Then it happens that the largest eigenvalues of Tp (largest 1/ 
\ , smallest X.) are very nearly equal to the largest eigenvalues 
o f T . 

The Lanczos algorithm's computational cost is driven by the 
cost of performing a single LU-decomposition of the matrix 
A0, and then two forward and two backward substitutions using 
the matrices £ and U for each j , and also by the reorthogonaliza
tion of the Lanczos vectors. If more than about a dozen eigen
vectors are required, we have found that it is more efficient to 
perform an eigenvalue shift and repeat the algorithm on the 
shifted problem. To compute approximately one dozen eigen
values and corresponding left and right eigenvectors using the 

Lanczos method requires only about 20 to 50 times the CPU 
time required to perform a single direct time-linearized calcula
tion. Once the eigenmode information has been found, however, 
the unsteady flow about the cascade may be computed at virtu
ally no additional cost for arbitrary mode shapes over a wide 
range of reduced frequencies. Moreover, the modal information 
gives important insights into the physics of the unsteady flow. 

Results 

To demonstrate the reduced order modeling techniques devel
oped in this paper, we apply the technique to two of the so-
called Standard Configurations (Boles and Fransson, 1986). 
The Standard Configurations are cascades that were either ex
perimentally tested, or defined analytically, for the purpose of 
validating unsteady aerodynamic theories. In this paper, we 
consider the Tenth and Fourth Standard Configurations, com
pressor and turbine geometries respectively. For both cases, the 
computational grids used were //-grids containing 65 nodes 
in the streamwise direction, and 17 nodes in the cross-stream 
direction. 

Tenth Standard Configuration. The Tenth Standard Con
figuration is a two-dimensional compressor cascade (Fransson, 
1991). The airfoils of this cascade have a slightly modified 
NACA 0006 thickness distribution, and a circular arc camber 
line. The maximum camber is 5 percent of the chord. The 
stagger angle ® is 45 deg, and the gap-to-chord ratio G is 1.0. 
For the case considered in this paper, the inflow Mach number 
M_« is 0.7, and the inflow angle h-„ is 55 deg. Shown in Fig. 
2 are the computed Mach number contours for the steady flow. 
Note that for this subsonic case, the maximum Mach number 
is about 0.92 and occurs near the leading edge of the suction 
surface of the airfoil. 

Next, we computed the eigenvalues and eigenvectors for the 
case where the airfoil motion has an interblade phase angle a 
of 180 deg. The smallest 28 eigenvalues are shown in Fig. 3 
(the eigenvalues are nondimensionalized by the upstream veloc
ity V-„ and the blade chord c) . The eigenvalues and correspond
ing eigenmodes can be roughly grouped into one of three types: 
acoustic modes, a "cascade simple pole" mode, and branch 
cut modes. Note that in this example, all of the eigenvalues are 
in the left-half complex plane indicating that the fluid flow 
through the cascade is stable. 
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Fig. 3 Eigenvalues of compressible flow about Tenth Standard Config
uration: a- = 180 deg 
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Fig. 4 Eigenvalues computed using unsteady incompressible vortex lat
tice model; left: flat plate airfoil; right: cascade of flat plate airfoils with 
0 = 45 deg, G = 1.0, and a = 180 deg 

First, there are a number of eigenvalues that are complex and 
lightly damped—that is, the real part is small and negative. 
These eigenvalues correspond to acoustic modes that only ap
pear in the case of compressible flow. The acoustic modes are 
analogous to the unsteady acoustic eigenmodes described by 
Parker (1967) for low-speed flows. Next, note in Fig. 3 the 
eigenvalue located at \ = -0.322 + 0.00./'. We denote the 
corresponding eigenmode as the cascade simple pole mode. 
This mode is damped and nonoscillatory (at least for the a = 
180 deg case). Finally, note the line of eigenvalues with real 
part approximately equal to —5. This line of poles is a finite 
state approximation of a branch cut. 

A branch cut in the aerodynamic transfer function indicates 
that the impulse response contains nonexponential behavior. For 
instance, the well-known Theodorsen function contains a branch 
cut with a branch point at the origin. The equivalent incompress
ible cascade transfer function also contains a branch cut, but 
the branch point is shifted to the left in the complex plane. 
To illustrate this point more clearly, we have computed the 
eigenvalues of an unsteady incompressible vortex lattice model 
[ for a complete description of the vortex lattice model, see Hall 
(1994)]. Shown in Fig. 4 are the computed eigenvalues for the 
case of incompressible flow about an isolated flat plate airfoil. 
The branch cut in the Theodorsen function is approximated by 
a dense line of eigenvalues, which passes very near the origin. 
As more and more vortex elements are added to the model, the 
line of eigenvalues gets more and more dense. Also shown in 
Fig. 4 are the computed eigenvalues for the case of incompress
ible flow about a cascade of flat plate airfoils. For this example, 
we have picked the gap, stagger angle, and interblade phase 
angle to be the same as the Tenth Standard Configuration exam
ple. Note that again a branch cut is predicted, but the cut is 
shifted to the left. Furthermore, a simple pole now appears on 
the negative real axis. Except for the lack of acoustic modes, 
the incompressible cascade results are qualitatively similar to 
the results predicted for the Tenth Standard Configuration using 
the compressible potential flow model. 

Returning again to the Tenth Standard Configuration exam
ple, the real and imaginary parts of the unsteady surface pressure 
for five of the eigenmodes are shown in Fig. 5. Note the ' 'beam
like' ' behavior of the modes. As the mode number increases, 
one observes that the pressure distribution has more and more 
zero crossings. One interesting feature of the present analysis 

is that the mode shapes are actually mode shapes of potential, 
not pressure. The pressures shown in Fig. 5 are the pressures 
associated with the five modes at the natural frequencies of 
each of the modes. When these modes are used to compute the 
response at some other specified frequency, the unsteady pres
sure mode shapes (but not the potential mode shapes) will be 
different since the unsteady pressure depends on the frequency 
through the small disturbance form of the Bernoulli equation. 
In particular, the contribution from a particular mode will not 
in general satisfy the Kutta condition. However, in the limit as 
many modes are added to the mode displacement method series 
[Eq. (22) or Eq. (26)] , the Kutta condition will be satisfied. 

Next, We consider the unsteady aerodynamic response of the 
cascade due to plunging motion of the airfoils with a reduced 
frequency u> of 1.0. Shown in Fig. 6 are the real and imaginary 
parts of the unsteady surface pressure distribution (the pressure 
is nondimensionalized by dividing the dimensional pressure by 
P-toV-oo/j/c where 7J_.„ is the upstream density and h is the 
amplitude of the blade vibration). Shown is the exact solution, 
along with the solutions computed with the reduced order model 
using a single static correction and one, five, or ten eigenmodes 
corresponding to the eigenvalues closest to the origin. With just 
five eigenmodes, the reduced order model reproduces the exact 
solution fairly well; with ten eigenmodes, the agreement is 
nearly exact. Physically, this demonstrates that the unsteady 
response is dominated by just a few of the thousands of eigen
modes in the model. This is an important result. What appears 
to. be very complex behavior can be modeled using a reduced 
order model with just a few degrees of freedom. 

Fig. 5 Surface pressure distributions for five eigenmodes of compress
ible flow about Tenth Standard Configuration: a = 180 deg 
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Fig. 6 Modal contributions to unsteady surface pressure; Tenth Stan
dard Configuration, plunging motion, a- = 180 deg, m = 1.0 

Next, using the three eigenmodes corresponding to the three 
eigenvalues closest to the origin, we constructed a reduced order 
model of the unsteady flow due to plunging motion of the 
airfoils. The resulting unsteady lift is plotted in Fig. 7 (the lift 
is nondimensionalized by dividing the dimensional lift by 
p_ooVioo/i). Also shown is the "exact solution" computed by 
solving the frequency domain equations directly. Note that with 
no static corrections, the error in the reduced order model is 
fairly large, but the model correctly predicts the qualitative 
behavior of the unsteady lift for frequencies less that 2.0. With 
five corrections, the prediction is quite good for reduced fre
quencies smaller that the largest eigenfrequency in the reduced 
order model (k = -0.304 + 1.620J). With nine corrections, 
the prediction is accurate for frequencies as high as 1.8, but the 

Fig. 8 Mach number contours for Fourth Standard Configuration test 
case: 0 = 56.6 deg, G = 0.76, M_« = 0.26, f l „ = 50 deg 

method breaks down for higher frequencies due to the roundoff 
error associated with higher order corrections. Also note the 
abrupt change in magnitude and phase of the unsteady lift at a 
reduced frequency of about 1.6. Clearly, this is due to a resonant 
response of the fluid flow associated with the lightly damped 
eigenvalue at X = -0.304 + 1.620y (see Fig. 3). 

Fourth Standard Configuration. The Fourth Standard 
Configuration is a high-speed turbine geometry, which has been 
tested extensively by Btilcs and Fransson (1986). The stagger 
angle ® is 56.6 deg, and the gap-to-chord ratio G is 0.76. For 
the case considered here, the blades are assumed to vibrate with 
an interblade phase angle a of 180 deg. The inflow Mach num
ber M_o» is 0.26, and the inflow angle Q_„ (measured from the 
axial direction) is 50 deg. Shown in Fig. 8 are the computed 
steady flow Mach contours. The flow remains subsonic through
out, and exits with a Mach number M„ of approximately 0.79. 

Shown in Fig. 9 are the nine smallest eigenvalues for the 
case where the unsteady blade motion has an interblade phase 
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Fig. 7 Unsteady lift due to plunging motion of Tenth Standard Configu
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Fig. 9 Eigenvalues of compressible flow about Fourth Standard Con
figuration: a - 180 deg 
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Fig. 10 Unsteady lift due to plunging motion of Fourth Standard Con
figuration airfoils: a- = 180 deg 

angle a of 180 deg. Again, all of the eigenvalues are in the 
left-half plane indicating that the flow is stable. The eigenvalue 
pattern is less distinctive that the Tenth Standard Configuration 
example. However, there are several lightly damped acoustic 
modes ( \ = -1.51 ± 7.65 and X = -1.18 ± 11.7). Interest
ingly, no lightly damped simple pole mode appears in this case. 
Although not shown here, the incompressible vortex lattice code 
also predicts that the cascade simple pole disappears for cas
cades with small gap to chord ratio and large stagger angle. 

Figure 10 shows the computed unsteady lift due to plunging 
motion of the airfoils for a range of frequencies. Shown is the 
"exact" solution computed using the direct frequency domain 
approach. Also shown is the unsteady lift predicted using the 
reduced order model with nine eigenmodes with and without a 
single static correction. Again, the agreement between the exact 
solution and the reduced order model is quite good until the 
frequency approaches that of the largest natural frequency used 
in the reduced order model, and the static correction signifi
cantly improves the accuracy. It is remarkable that the complex 
behavior of the unsteady lift can be represented using just nine 
eigenmodes. 

Finally, a word about computational efficiency. To compute 
18 eigenfrequencies and corresponding right and left eigen
modes for the Fourth Standard Configuration case required 
about 345 seconds of CPU time on a Stardent 3000 workstation. 
This compares to about 8.3 seconds to compute the steady flow 
field, and 12.4 seconds to compute the unsteady flow at a single 
frequency for a single mode shape using the direct frequency 
domain approach. Thus, the present method is somewhat more 
expensive than a single direct frequency domain solution, but 
still less expensive than a single time-accurate time-marching 
solution. Once the eigenmode information has been computed, 
however, the unsteady lift for a number of frequencies and 
mode shapes can be computed very efficiently. For the present 
example, the lift at 80 different frequencies was computed in 
just 33.0 seconds. Finally, we note that the finite element 
scheme used in this investigation is not particularly well suited 
for eigenvalue extraction. It may be possible to extract eigen
value information from other CFD schemes, particularly ap
proximately factored time marching schemes, much more effi
ciently than from the frequency domain techniques (Mahajan 
et al., 1993), further improving the efficiency of the reduced 
order modeling technique. 

Summary 
A reduced order model that describes the unsteady flow in 

terms of fluid eigenmodes has been presented. The reduced 
order model was shown to predict accurately the unsteady loads 
acting on a cascade of blades using just a few eigenmodes. 
Furthermore, the accuracy can be improved substantially using 
the static correction and multiple static correction techniques. 
The method is reasonably efficient. For example, to compute 
one dozen eigenvalues and corresponding eigenmodes requires 
about 20 to 50 times the computational time of a single direct 
frequency domain calculation, but still less than a single time-
domain calculation would require. Once the eigenmode infor
mation has been found, the unsteady aerodynamics response 
can be found quite inexpensively for any number of different 
vibrational frequencies and mode shapes. 

The eigenmode information provides important insights into 
the physics of the unsteady flow field. For example, the abrupt 
changes in phase and magnitude of the unsteady lift due to 
plunging motion with increasing vibrational frequency are seen 
to be the result of passing through fluid resonances. When ap
plied to viscous flow models, the present method may be useful 
for prediction of flow instabilities since the damping of each 
fluid mode is obtained explicitly. The method may also prove 
useful for aeroacoustic problems where the unsteady aeroacous-
tic response is required at a large number of discrete frequencies 
as in the case of tonal noise, or over a continuous range of 
frequencies as in the case of broad band noise. 

Finally, we note that the form of the reduced order model, that 
is, a low-order model with pole/zero behavior of the individual 
modes, is ideally suited for use in applications of active control 
of aeroelastic or aeroacoustic phenomena. 
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Measurement of Turbine 
Blade-Tip Rotordynamic 
Excitation Forces 
This paper presents results of a program to investigate the magnitude, origin, and 
parametric variations of destabilizing forces that arise in high power turbines due to 
blade-tip leakage effects. Five different unshrouded turbine configurations and one 
configuration shrouded with a labyrinth seal were tested with static offsets of the turbine 
shaft. The forces along and perpendicular to the offset were measured directly with a 
dynamometer, and were also inferred from velocity triangles and pressure distributions 
obtained from detailed flow surveys. These two routes yielded values in fair agreement in 
all cases. For unshrouded turbines, the cross-forces are seen to originate mainly 
(~ 2/3) from the classical Alford mechanism (nonuniform work extraction due to 
varying blade efficiency with tip gap) and about 1/3 from a slightly skewed hub pressure 
pattern. The direct forces arise mainly (3/4) from this pressure pattern, with the rest due 
to a slight skewness of the Alford mechanism. The pressure nonuniformity (lower 
pressures near the widest gap) is seen to arise from a large-scale redistribution of the 
flow as it approaches the eccentric turbine. The cross-forces are found to increase 
substantially when the gap is reduced from 3.0 to 1.9 percent of blade height, probably 
due to viscous blade-tip effects. The forces also increase when the hub gap between 
stator and rotor decreases. The force coefficient decreases with operating flow 
coefficient. In the case of the shrouded turbine, most of the forces arise from 
nonuniform seal pressures. This includes about 80 percent of the transverse forces. The 
rest appears to come from uneven work extraction (Alford mechanism). Their level is 
about 50 percent higher than in the unshrouded cases. 

1 Introduction 
The existing large body of literature on turbomachine tip 

leakage has been mainly motivated by the substantial contri
bution of these leakages to losses. H. J. Thomas [1], in 1958, 
and J. S. Alford [2], in 1964, independently pointed out that, 
in a turbine undergoing transverse vibrations (e.g., a whirling 
motion), the portion of the blading with the smaller tip gap 
would produce greater tangential driving force than its 180 
deg opposite. Upon integration, this difference in work ex
traction results in a cross force tending to promote forward 
whirl. This can be a powerful positive feedback mechanism, 
leading to rotordynamic instability. 

Both Alford and Thomas showed that, if the tangential 
force / per unit length is assumed to vary linearly with the 
ratio 8/H of local tip gap to blade height 

/ = / o - 0 H (1) 

Contributed by the International Gas Turbine Institute and presented 
at the 38th International Gas Turbine and Aeroengine Congress and 
Exposition, Cincinnati, Ohio, May 24-27, 1993. Manuscript received at 
ASME Headquarters March 1, 1993. Paper No. 93-GT-125. Associate 
Technical Editor: H. Lukas. 

and if the shaft is offset instantaneously by ex along the ox 
direction, then a cross-force Fv equivalent to 

F> = 
&V Qid ex 

2 R H (2) 

arises where TJ is turbine efficiency, Qid is the ideal turbine 
torque, and R its mean radius. The factor /3 has become 
known in the U.S. as the Alford coefficient, which is quoted 
as varying between 0 and 6. The German literature uses a 
factor called the "excitation coefficient," k2, which is equiva
lent to 17/3/2. Implicit in the Alford/Thomas model is the 
assumption that the flow remains perfectly uniform up to the 
offset turbine, as well as downstream of it, so that only the 
local efficiency, as determined by the local tip gap, is of 
concern. Two of the consequences of these models are (a) 
the absence of a direct force component (in the offset direc
tion), and (b) the absence of frequency dependence (no 
damping). 

The rotordynamic importance of these forces can be 
brought up by a simple linear model of a symmetric rotor 
oscillating in the plane perpendicular to the shaft. If we 
assume that the aerodynamic forces can have both stiffness 
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and damping forces, which contribute to direct and crosswise 
components, we have 

(3) Fx = ~Kxxx + Kxyy - Cxxx + Cxyy 

Fy = ~KxyX ~~ Kxxy - CxyX - Cxxy (4) 

where x, y are small displacements of the shaft. The dynamic 
analysis then yields x and y variations of the form exp (iilt), 
with 

fto 0 — ±1 ± ^kxx £Xy '( ± 2^xy"^xxl' 

% = ylK0/M (5) 

Here, K0 is the shaft mechanical stiffness and M the rotor 
mass, and 

K,= « h tu = CtJ « 1 (6) 
2^K0M 

« 1 (6) 

, and Cxv produce only We note from Eq. (5) that Kx 
small shifts in the natural frequency, while one of the two 
sign choices for kxy leads to divergence if I Kxy I > O,0Cxx. 
Clearly, the direct damping Cxx counters the cross stiffness 
Kxy, and can in fact be due partly to aerodynamics, and 
partly to other mechanisms. If the machine is to be neutrally 
stable, the required damping factor is, therefore (from Eqs. 
(2), (5), and (6)): 

=rnin 
1 Kr J8 Q 

2 K0 4 RHK0 
(7) 

This can be very substantial in high-pressure turbines. For 
the SSME H2 turbopump, Q = 12,800 Nm, fl = 0.129 m, 
H = 0.023 m, and K0 = Mil2

0 = 1.9 X 108 Nm, giving £min 
= 0.019, or a log decrement of 12 percent. 

Relatively little work on these forces has been done since 
the pioneering efforts of Alford and Thomas. Thomas' collab
orators at the T.U. Munich produced the most detailed 
experimental data. Urlichs [3] used a relatively low power 
facility, with blade Reynolds number below 105, and meas
ured cross-forces mainly on shrouded turbines, although one 
unshrouded case was also tested. He identified the shroud 
seal as the major contributor to the cross-forces. The me
chanics of these seal-related forces has been more clearly 
elucidated since (see, for instance, [4, 5, 6]), and is distinct 
ffom the Alford-Thomas effect (uneven work extraction). In 
his unshrouded tests, Urlichs noted a cross-force reduction 

with increasing mean tip gap, and an increase with axial 
stator-rotor spacing. The measured forces were roughly com
patible with the simple Alford argument. Wohlrab [7], used a 
larger, pressurized air turbine, capable of stator leaving 
Reynolds numbers up to 5 X 105, but tested only shrouded 
turbines. Strong nonlinearity of force versus displacement 
was noted in the cases with smaller forces, which raises 
questions about accuracy. Limited dynamic testing was ac
complished as well. As in [3], the main mechanism in these 
tests was through seal pressure effects, rather than through 
uneven work extraction. Vance and Laudadio [8] did some 
very low power tests on a fan with movable casing, and 
reported measured cross-forces, but no aerodynamic data. 
Enrich [9] has recently inferred Alford forces from compres
sor efficiency test data, and argues that these forces become 
backward-whirling at pressure ratios above the normal oper
ating point. 

We have performed extensive force measurements on an 
unshrouded turbine identical to the first stage of the Shuttle 
LH turbopump, and also on a shrouded derivative of it. 
These were supplemented by flow field measurements and 
theoretical analysis to clarify mechanisms. In this paper, we 
will describe the test facility (Sec. 2), and present the force 
and flow data (Sees. 3-6). A linearized theory that gives a 
good account of most of the observed effects [10] will be 
separately published. 

2 Experimental Apparatus 
The test facility is a pressurized closed loop, filled with 

Freon 12 gas, and equipped with a gas blower, heat ex
changer/cooler, removable test section, power extraction gen
erator, and data acquisition system. Nominal operating con
ditions are 2.0 atm mean pressure and 4.5 kg/s flow rate. 
Flow rate is mainly controlled by a manual series valve, with 
help from a bypass valve at low flow. Speed is controlled 
through generator excitation control. 

The test section area is shown in Fig. 1. The upper section 
(12) of the casing can be rotated and carries the stator and 
the hub, as well as a variety of flow probes. The turbine shaft 
connects to the turbine via a four-post rotating dynamometer 
(14), and is supported by two bearings. The bearings are 
carried in a heavy cylindrical structure, which can be trans
lated sideways by means of four stiff rods, two on each side. 
Static offsets are achieved (to an accuracy of ±0.5 mil) by 
insertion or removal of calibrated shims (11). Dynamic shak
ing was provided for by inertial shakers attached at (15), but 
the dynamic data proved inconsistent and will not be dis-

Nomenclature 

e,ex 

fjy 

Cx,Cy,Cz = fluid velocity components 
along x, y, z 

C„ = same as Cy 
= fluid damping matrix for 

turbine displacements 
= turbine eccentricity 
= tangential force per unit 

length 
Fx = net force on turbine in 

direction of offset 
F = net force on turbine per

pendicular to offset 
H = blade height 

Kt: = fluid stiffness matrix for 
turbine displacements 

K0 = structural stiffness for 

turbine displacements 
M = rotor mass 

P, P, = pressure, total pressure 
Qid = turbine torque (ideal) 

Q = turbine torque (actual) 
R = turbine mean radius 
U = turbine wheel speed 

= wR 
x = axial coordinate 
y = tangential coordinate 
z = radial coordinate 

ax = force coefficient along 
offset (Eq. (8)) 

ay = force coefficient perpen
dicular to offset (Eq. (8)) 

j3 = sensitivity of tangential 

force to relative gap = 
-df/d(8/H) 

Pv = sensitivity of local effi
ciency to relative gap = 
—di)/d{8/H) 

S = blade tip gap 
17 = thermodynamic efficiency 
( = rotor damping factor 
p = fluid density 
9 = azimuth angle 
4> = flow coefficient = Cx/U 

<f>f <f>P
 = phase angles for fluid 

force (Eq. (10)) and wall 
pressure (Eq. (13)) 

a) = angular frequency of 
turbine spin 

11 = whirl angular frequency 

Journal of Turbomachinery JULY 1995, Vol. 117 /385 

Downloaded 01 Jun 2010 to 171.66.16.54. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



(1) Flow straightener 
(2) Screen 
(3) Main loop piping 
(4) Flange 
(5) Flexible insert 
(6) Liner 
(7) Snubber bearing 
(S) Snubber support 
(9) Test turbine 
(10) Flow-smoothing shield 
(11) Shims 
(12) Rotatable casing 
(13) Stator blades 
(14) Rotating dynamometer 
(15) Bolts to secure shaft 
(16) Turbine-offsetting rods 
(17) Upper flex joint 
(18) Optical encoder 
(19) Intermediate shaft 
(20) Double-acting seal 
(21) Flexible insert 
(22) Pivoting bearing 
(23) Slip ring assembly 
(24) Lower flex joint 

Fig. 1 Schematic of the turbine test section 

cussed here. The dynamometer can sense all components of 
force and torque on the turbine, and the signals from its nine 
strain gage bridges are carried through the shaft to the 
slip-ring assembly (23). These signals were sampled 32 or 64 
times per revolution, on a pattern, which was phase-locked to 
the rotor by means of signals from an auxiliary encoder (18). 
The data were ensemble-averaged over 128 or 256 revolu
tions, to reduce low-frequency noise, and were then numeri
cally projected on fixed axes to extract the DC forces of 
interest (Fx along the displacement axis, Fy perpendicular to 
it). Despite sizable second harmonic contamination from the 
flex joints in the shaft, these DC components were extracted 
with an accuracy and repeatability of ±0.05 tbf (the forces 
Fx and Fy ranged to a few ibf). 

The flow instrumentation is detailed in Fig. 2. The five-hole 
probes at stations 2 and 8 could traverse radially the outer 24 
percent of the flow passage, while the three-hole probes at 
stations 1 and 9 could traverse the outer 75 percent, and 
sensed axial and tangential velocity components, plus total 
and static pressure. All these probes were precalibrated and 
then set at fixed yaw angles. The casing rotation allowed full 
coverage in the azimuthal direction. In addition to the probes, 
a variety of wall taps were provided for pressure mapping. 
All pressure data were read via a double 96 channel Scani-
valve arrangement with central transducers. The flow instru
mentation sensed time-averaged pressures. The absence of 
nonlinear bias in this averaging was verified for station 7 
(where unsteadiness is most severe) by comparison to a 
flush-mounted fast response transducer. 

The characteristics and design parameters of the un-
shrouded test turbine are summarized in Table 1. Due to the 

•0 
V | Latt. R«f. Framf 

(vftwfrom 
downiiraam) 

direction 
olfstt 

S\ * 'O* * & 

a o 

o 
0° 

o 
Fig. 2 Types of Instrument used 

Table 1 Design parameters for SSME fuel turbopump: first stage 
and test turbine 

=0 
:{•> * 0 

O Wag itauc porn 
• Proximity prate 
• PltM llaocwilritriMmocoupb 
V ^MwtoproMwIlilrwnrncoupla 
A 5-hoteprotMwilriltWfmocoupl* 

Parameter SSME Stage Test Turbine 
Flow coefficient, 0 6.58 6.58 
Work coefficient, 4* 1.508 1.508 

Stator exit angle 70' -
Relative rotor inlet angle 43.9* . 

Rotor exit angle 60' 60' 
Absolute exit angle -3.1' -3° 
Degree of reaction 0.216 0.216 

Rotor mean radius, cm (in) 12.88 (5.07) 12.88 (5.07) 
Number of rotor blades 63 63 

Rotor blade height, cm (in) 2.17 (0.854) 2.17 (0.854) 
Rotor blade chord, cm (in) 2.21 (0.870) 2.21 (0.870) 

Rotation Rate, rpm 34,560 3440 
Axial flow velocity, m/s (in/s) 262 (10,300) 26 (1020) 
Mass flow rate, kg/s (slug/s) 71.8 (4.92) 4.48 (0.307) 

Inlet pressure, kPa (psi) 34,950 
(5069) 

1053 (1436) 

224 (32.43) 

Inlet temperature 

34,950 
(5069) 

1053 (1436) 300 (80) 
Pressure ratio 1.192 1.231 

Efficiency 0.821 0.80 

low pressure ratio, compressibility effects are minimal, and 
similarity would be ensured by matching flow and work 
coefficients, and Reynolds number. The first two are indeed 
matched to the SSME LH turbine. The Reynolds number 
(based on stator exit velocity and blade height) is 1.4 x 106, 
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Table 2 The test matrix 

Conf 
# 

tm /H 
(%) 

d/c 
(%) 

d'/c 
(%) 

Shroud 
(Y/N) 

G>l<0D 

(%) 

e/tm 

Rang 
e 

(%) 
1 3.0 50 38 N 16 

100 
no 

±67 

2 3".0 26 151 N % 
100 
no 

±67 

i 3.0 26 1.3 N 70 
100 

no 

±67 

4 i.9" 16 15 N 76 
100 
no 

±59 

i 1.9 it 1.5 N 70 
100 

no 

±59 

6 4.5 26 1.4 V 76 
100 
no 

±59 

— t4MUI 

Fig. 3 Shroud-seal tor turbine; dimensions In mm 

compared to 5.6 X 106 in the SSME turbine; since both are 
well above transition (105 - 2 X 105) no significant differ
ence is expected. A limited test of this insensitivity was 
provided by comparison runs at 1 atm and 2 atm loop 
pressure, in which no difference was detected in the nondi
mensional cross-force characteristics. 

After the unshrouded turbine tests, the same turbine was 
modified by removing the outer 6.5 mm (out of a blade 
height of 22.9 mm) and installing a continuous shroud band 
with a two-ridge labyrinth seal (as shown in Fig. 3). Due to 
the partial flow blockage of the unrecessed seal, the optimum 
flow rate at the design speed of 3440 rpm dropped to 3.16 
kg/s, the optimum efficiency dropped to 74 percent, and the 
corresponding pressure ratio was reduced to 1.14. 

The test matrix is summarized in Table 2, with the geomet
ric notation contained in Fig. 4. 

3 Force Data for the Unshrouded Turbine 
Typical force versus displacement plots are shown in Fig. 

5, which corresponds to configuration 1 of Table 2, at its 
design condition. The plots for configurations 2-5 are quali
tatively similar. In these graphs, the negative Fx slope indi
cates a restoring direct force, while the positive Fy slope 
indicates a forward-whirling cross-force. Each test was re
peated three times, and all test results are shown to illustrate 
the degree of repeatability of the data. The fact that the 

Fig. 4 Schematic of turbine's major dimensions of Interest 

t 

Direct Force 

Cross Force 
CF X ) 
C F Y ) 

2 

• • 
2 

• • 6 

• * . 
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A • • 

4 * 
-2 

-3 

-2 

-
-3 

-2 0 -15 0 5 o ; 
Eccentricity (mils) 

10 15 2 

Fig. 5 F„ and Fy versus e (conf. 1, io I a>i0 = 1.0) 

Table 3 Nondimensional force coefficients from dynamometer 

Configuration CD/0DD «, a, 
1 
1 
1 

0.7 
1.0 
1.1 

-2.12 
-2.81 
-3.42 

2.43 
2.57 
3.66 

2 
2 
2 

0.7 
1.0 
1.1 

-1.54 
-2.14 
-2.46 

2.49 
2.96 
3.23 

3 
3 
3 

6.7 
1.0 
1.1 

-1.47 
-1.87 
-2.04 

2.87 
3.02 
3.43 

4 
4 
4 

6.7 
1.0 
l . i 

-2.93" 
-3.42 
-3.65 

3.38 
3.55 
3.72 

5 
5 
5 

6.7 
1.0 
1.1 

-2.82 
-3.47 
-3.50 

3.83 
3.98 
4.04 

forces are not exactly zero at zero eccentricity is due to a 
combination of casing out-of-roundness and positioning 
error. Despite the relatively large offsets (± 15 mil on a mean 
gap of 27 mil), the F data show no departure from linearity. 
By contrast, the Fx data show in all cases a slight s-shaped 
curvature, with the slope increasing with eccentricity. 

As noted in the introduction, the simple Alford theory 
would predict Fx = 0. However, the data show \ Fx\ of the 
same order as \F \ , and a different mechanism, or a vari
ation on Alford's postulated mechanism, must be involved. 

The results of the measurements for all configurations are 
reported in nondimensional form in Table 3. The coefficients 
ax and ay are obvious generalizations of Alford's /3: 
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(8) 

where the notation has been changed from /3, which is 
strictly the sensitivity of blade tangential forces to tip gap, to 
ay, which is a measure of the cross-forces, and may or may 
not be equal to fi (indeed, there is no j8 counterpart to ax). 
The forces at e = 0 have been subtracted from Fx and Fy in 
calculating ax and ay. 

Table 3 indicates a general increase of ay with speed at a 
fixed flow rate, or a decrease with the flow coefficient 4> = 

CJ<i)R. This is displayed in Fig. 6. 
A second trend in the data is a substantial increase of the 

force coefficient (both | ax I and ay) as the mean radial gap 
is reduced. This can be seen by comparing configurations 2 
(gap 3 percent of blade height) and 4 (gap 1.9 percent), both 
with the widest axial hub gap d!, and also by comparison of 
configurations 3 and 5, similarly related, but with a narrower 
axial hub gap. Averaging over the various speeds, the effect 
amounts to a 0.6 decrease in a (19 percent) per 1 percent 
increase in 8/H (wide axial gap), or a 0.7 (21 percent) per 1 
percent for the narrow axial gap. Of course, since only two 
gap values were tested, there is no confirmation of the 
linearity of this effect. There are some indications from the 
flow data (Sec. 4) that viscous flow effects in the narrow tip 
flow passages may be responsible. This trend had been previ
ously reported by Urlichs [3] as well. 

Configurations 2 and 3 differ only in the hub axial gap d', 
while configuration 1 differs from 2 and 3 in both, d', and the 
stator-to-rotor blade spacing, d. All three configurations have 
S/H = 3 percent. Thus, if we postulate a linear variation of 
ay with d and d', the data in Table 3 can be used to extract 
the separate sensitivities of ay to these gap values. Similarly, 
comparison of configurations 4 and 5 can yield the d! sensi
tivity for the cases with the narrow radial tip gap. The results 
(Table 4) are inconclusive for d, but are unambiguous as to 
sign and general magnitude for the hub gap d!. We have not 
been able so far to find a satisfactory explanation for this 
effect. Opening the gap d! should have the direct effect of 
reducing the pressure nonuniformity in the stator-rotor 
space, and to the extent that this nonuniformity contributes 
to the cross-force (see Sec. 4), this would indeed reduce ay. 
On the other hand, these pressure nonuniformities also re
distribute the upstream flow in a manner that tends to 
dampen the Alford effect. The net result must then depend 
on the balance of these two effects. A more complete analy
sis of the flow data, and additional theoretical development 
are needed in this area. Urlichs [3] found the opposite trend 

S/H (O/C0D day/d(d/c) day/d(cT/c) 
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Fig. 7 Upstream axial velocity distribution (conf. 1, e IH = 0.019) 

(ay increasing with axial gap), but his geometry was such that 
both d and d' were varied simultaneously. 

4 Flow Survey Results 

Most of the discussion in this section is based on configu
ration 1, for which flow data were taken at all operating 
conditions. 

Since our main interest is in the azimuthal nonuniformities 
due to the turbine offset, most of the probe data will be 
shown with the centered turbine values subtracted. This has 
the effect of eliminating artifacts, such as small probe mis
alignments, which make interpretation difficult. It also elimi
nates all radial and tangential variations of the basic 
(centered) data, while preserving those of the flow perturba
tions. 

The surveys upstream of the stator indicated very small 
departures from tangential uniformity. As an example, Fig. 7 
may show 1-2 percent axial velocity variation, with a maxi
mum near 180 deg, where the widest rotor tip gap occurs, but 
the resolution is insufficient. This result is as expected, since 
the relative eccentricities e/H were 1-2 percent themselves. 

The wall pressure surveys downstream of the stator do 
show a well-resolved nonuniformity. Figure 8 shows the pres
sure pattern for the interblade row region and the rotor 
blade tip region. For the region between stator and rotor a 
pressure fluctuation amplitude of about 0.0027 Pl0 = 0.22 
pC2

xJ2 = 0.028 p(oiR)2 for e/H = 0.019. The pressure mini
mum is about 25 deg ahead of the maximum gap location. 
For e/H = 0, this variation is absent. Figure 9 shows concen
tric pressure patterns. As one advances downstream over the 
rotor blading, the amplitude of these nonuniformities in
creases, with the phase staying about constant. Downstream 
of the rotor the amplitude of the wall pressure nonuniformity 
reverts to 0.0027 Pt0 (Fig. 10), although with some rotation. 

The question of whether the wall pressures measured over 
the rotor (stations 5, 6, 7) can be assumed to extend down to 
the blade roots and act on the hub cannot be answered 
directly. We did obtain static pressure data from the probe 
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Fig. 8 Wall tap pressure between stator and rotor (4) and over the 
rotor blade tip (5, 6, and 7) (conf. 1, e /H = 0.019) 
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Fig. 9 Same as Fig. 8 for centered turbine (conf. 1, e /H = 0.000) 
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Fig. 10 Wall tap pressure downstream of rotor (conf. 1, e/H-
0.019) 

traverses at stations 8 and 9, some distance downstream of 
the rotor. These are extracted from the frontal and angled 
hole readings, and are more prone to error than wall tap 
data, but the pattern (see Fig. 11 for station 8, for example) 
appears to indicate penetration of the wall pressure pattern, 
as shown in Fig. 10, throughout the radial depth surveyed. 
The same is true at station 9. 

Related to this is the question as to the origin of the 
increasing wall pressure nonuniformity as one moves from 
station 4, to 5, 6, and 7, and why this additional nonuniform-
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Fig. 11 A radial and tangential static pressure survey at station 8 
(conf. 1 e/H = 0.019) 
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Fig. 12 Wall tap pressure for stations 5, 6, and 7 (conf. 1, e/H = 
0.019) 

ity appears to vanish past the rotor. Figure 12 sheds some 
light on this issue by showing together the measured tap 
pressure variations at stations 5, 6, and 7. There is no 
difference between these in the wide-gap sector (between 90 
deg and 270 deg), but clear differences arise in the small-gap 
region, near 0 deg or 360 deg. This suggests a qualitatively 
different behavior of the leakage-dominant region near the 
blade tips when the local gap is less than about 10-12 mil. 
Perhaps this is the threshold for viscous effects (enhanced by 
counterflow relative motion of the casing wall) to become 
important. This question is being further investigated. 

The tentative pattern that emerges from these pressure 
data is as follows. The turbine eccentricity is felt upstream 
and downstream of it through potential effects with a range 
of the order of the radius R. This produces a nonuniform 
pressure pattern that spans the passage depth and extends a 
few blade heights downstream. Superimposed on this, there 
is a second source of mean pressure variation, which appears 
to be localized toward the trailing edge region of the blades 
with the smallest tip gap. Although we have no direct indica
tion of this, the rapid axial variation of this component would 
tend to show that its effect cannot extend radially to the hub. 
It is worth commenting here that, even though each of the 
trailing leakage vortices can be expected to be associated 
with a low-pressure footprint, averaging over a complete 
blade passage should cancel this pressure variation, because 
the leakage flow is not associated with any momentum trans
fer perpendicular to the casing wall. The observed pressure 
variations are on a broader scale, of order R, and must 
reflect the varying leakage rates. 

The five-hole probes at station 8 (two chord lengths down
stream of the rotor leading edge) were used to measure three 
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velocity components in the outer 24 percent of the span. The 
errors in the measurements are difficult to assess. However, 
based on consistency between the two probes used at each 
axial station, plus consistency of integrated forces (see below) 
between the two axial stations and also with the dynamome
ter data, the errors appear to be under 10 percent. The 
errors would be greater if the centered turbine data were not 
subtracted off, as there were alignment and other unac
counted-for biases. They were also greater for the axial and 
radial components of velocity; for this reason, and because of 
their smaller effect on cross force estimation, these other 
components are not reported. The downstream tangential 
velocity distribution is shown in Fig. 13, where the mean 
(centered turbine) tangential velocity has been subtracted out 
at each depth. The positive tangential velocity values seen 
near the bigger gap region (180 deg) indicate underturning by 
the rotor blades. The magnitude seems to be uniform in the 
outer 5 percent of the span, gradually decreasing to approxi
mately zero at 76 percent span. Since the data are steady, 
they show a time-averaged shear flow pattern whose yaw 
angle varies with radius. The same tangential velocity distri
bution farther downstream, at station 9, is shown in Fig. 14. 
At this station, data were obtained (using the three-hole 
probes) to a depth of 75 percent span. The underturning 
magnitude has decreased but has penetrated farther toward 
the hub. 

Thus, two main sources of lateral force on the turbine due 
to the flow properties can be identified: (1) a tangentially 
nonuniform flow turning, which leads to uneven work extrac
tion; and (2) a nonuniform static pressure distribution. Both 
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Fig. 15 Tangential force per unit length (conf. 1, e IH = 0.019) 

forces can be integrated around the perimeter to a direct 
force and a cross force. 

5 Comparison of Fluid-Derived Forces and 
Dynamometer-Derived Forces 

The force exerted on the turbine blades per unit perimeter 
by the fluid is given by the Euler turbine equation 

fy(6) = f"pCx(Ce2 - Ce3)dz (9) 

where Ce2 and C93 are tangential velocities upstream and 
downstream of the rotor, and pCx is the mass flux. Varia
tions of mass flux and upstream velocity components are 
minor, and the major effect is due to the variation in the 
downstream tangential velocity distribution. 

The difference in turning, (Ce2 - Ce3), between eccentric 
and concentric cases was linearly extrapolated from the last 
measured radial station to zero at the hub. For station 8, the 
measurements extended down to the 76 percent span radial 
station (five-hole probes), while for station 9, in configura
tions 4 and 5, data were taken with three-hole probes down 
to the 25 percent span station. 

The integrated force is shown in Fig. 15 for a particular 
case, and this force distribution can be expressed as a trun
cated Fourier series: 

fy(0)=fy+Afycos(d-<t>f) (10) 

Upon projection onto x and y axes, the direct force (Fx) and 
the cross force ( F ) can be determined. 

Fx = - j2nfy sin ORdO = - irRAfy sin 4>f (11) 

Fy = - jl7Tfy cos ORdO = - vRAfy cos ty (12) 

The Fx and Fy due to nonuniform pressure distribution 
can be determined similarly by projection of pressure forces 
onto X and Y axes. Assuming a pressure variation of the 
form 

p(0) -p + Apcos(6-4>p) (13) 

one can obtain 

Fx = - ( "p cos 8R6 = - TrRWAp cos <j>n (14) 

Fy= - j "p sin 9R6 = - -rrRWAp sin <j>p (15) 
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Table 5 Contributions from work defect (ivd) and pressure (p) to 
the force coefficients ax, ay at design conditions, and comparison 
to dynamometer data. Pressure data from station 4 and tangential 
velocity from station 8. 

Configuration 

T 
2 
4 
5 

(«x)wd 
IT 

-.3 
-.5 
-.3 

i2&B-
-1.3 
-2.6 
-2.3 

(«x)total 

-1.6 
-3.1 
-2.6 

-2.61 
-3.36 
-3.47 

Configuration (av)wd (av)rj (av)total («v)dvn 
1 
2 
4 
5 

f.2 
1.4 
2.0 
2.5 

.6 
1.4 
1.6 
2.2 

1.8 
2.8 
3.6 
4.7 

2.5T 
2.96 
3.55 
3.98 

Table 6 Same as Table 5, but with velocity from station 9 

Configuration (<*x)wd (ax)o («x)total («x)dvn 
4 
5 

-.6 
-.6 

-2.6 
-2.3 

-3.2 
-2.9 

-3.36 
-3.47 

Configuration (av)wd (<*V)D («v)total (av)dvn 
4 
5 

2.1 
1.9 

1.6 
2.2 

17 
4.1 

3.53 
3.98 

Table 7 The pressure force compared to the dynamometer data 
for the shrouded turbine 

_&k. w («x)dvn 
-Hi 

(«v)p 

-sir ^SR 

The pressures used in Eqs. (14) and (15) were taken to be 
those at station 4 (between stator and rotor), since there are 
some local tip effects visible at stations 5, 6, and 7 (although 
their integrated effect turns out to be small). As for the blade 
forces for Eqs. (11) and (12), both station 8 and (for configu
rations 4 and 5) station 9 were used for comparison. The 
results are shown in Tables 5 and 6, where we report the 
separate pressure and work-defect contributions to ax and 
ay, their sum, and for reference, the dynamometer-measured 
data. 

The results using either set of tangential velocity data are 
reasonably consistent with the dynamometer data. Most of 
the direct force is due to the pressure force while the cross 
force is caused by both the pressure force and blade force. 
The cross force coefficients, a , are larger than expected for 
this low-reaction turbine on the basis of work-defect argu
ments. Clearly, the pressure component, not previously iden
tified, is an important factor. 

6 Force Data for the Shrouded Turbine 
The turbine was modified, as described in Section 2 of this 

paper, for the shrouded case, and dynamometer and pressure 
data were obtained. Velocity data were also obtained, but 
they were not conclusive due to the combined effects of 
radial traverse limit of probes and the separated flow behind 
the seal knife. 

As in the unshrouded cases, the forces scale linearly with 
eccentricity, and a sinusoidal pressure pattern with a large 
amplitude develops over the shroud band. Table 7 shows the 
excitation coefficients from the dynamometer data and the 
pressure data. 

Compared to the unshrouded cases, the excitation coeffi
cients are larger by a factor ranging from 1.5 to 2.0. The 
nonuniform pressure distribution produces both direct and 

cross forces, which are smaller than those measured with the 
dynamometer. If it is assumed that the work defect mecha
nism contributes primarily to the cross force as in the un
shrouded cases, the discrepancy in the direct force excitation 
coefficient cannot be explained. Furthermore, the small dif
ference in the cross-force excitation coefficients for the 
shrouded case suggests that the pressure effect, instead of 
the work defect effect, is primarily responsible for the cross 
force. Last, the pressure nonuniformity, which can be de
tected upstream and downstream of the shroud, shows again 
a flow redistribution on the scale of the turbine radius. 

A linear labyrinth seal model based on the work of Mill-
saps [6] was extended to include the effects of nonuniformi
ties in the flow both upstream and downstream of the shroud 
and was used to analyze the shrouded data. It was found that 
the nonuniformities have a large effect on the model's predic
tions, essentially doubling the magnitude of both the direct 
and the cross force, but even after this correction, the model 
underpredicts the forces by about 40 percent. No complete 
theory exists of a seal interacting with the flow field of the 
turbine blading. 

7 Conclusions 
This work has confirmed the existence of the destabilizing 

forces suggested by Thomas and Alford. The general scaling 
and order of magnitude are also consistent with their in
sights. However, some new effects in the unshrouded cases 
include the following: 

1 In addition to a nonuniform work extraction, a nonuni
form pressure distribution also exists. 

2 This pressure effect contributes almost all of the direct 
force and approximately 40 percent of the cross force. 

3 The pressure nonuniformity extends over axial lengths 
on the order of the turbine radius. Therefore, it must result 
from azimuthal flow redistributions. 

4 In addition to the large-scale pattern, some local effects 
occur, especially in the narrow-gap region. This, along with 
the increase in forces in small mean tip gap cases, calls for an 
examination of the viscous force and the relative wall motion. 

5 The forces increase significantly as the mean tip gap is 
reduced, confirming an earlier result. 

6 The lateral forces in shrouded turbines can be larger 
than those in unshrouded turbines. This is due to a large 
nonuniformity in the seal gland pressure, which now domi
nates over the work defect contribution. 

7 For shrouded turbines, the upstream and downstream 
nonuniformities caused by flow redistribution increase the 
magnitude of the forces, by increasing the seal pressure 
nonuniformity. 
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Euler Solutions for Transonic 
Oscillating Cascade Flows Using 
Dynamic Triangular Meshes 
The modified total-variation-diminishing scheme and an improved dynamic triangular 
mesh algorithm are presented to investigate the transonic oscillating cascade flows. In a 
Cartesian coordinate system, the unsteady Euler equations are solved. To validate the 
accuracy of the present approach, transonic flow around a single NACA 0012 airfoil 
pitching harmonically about the quarter chord is computed first. The calculated 
instantaneous pressure coefficient distribution during a cycle of motion compare well 
with the related numerical and experimental data. To evaluate further the present 
approach involving nonzero interblade phase angle, the calculations of transonic flow 
around an oscillating cascade of two unstaggered NACA 0006 blades with interblade 
phase angle equal to 180 deg are performed. From the instantaneous pressure 
coefficient distributions and time history of lift coefficient, the present approach, where 
a simple spatial treatment is utilized on the periodic boundaries, gives satisfactory 
results. By using this solution procedure, transonic flows around an oscillating cascade 
of four biconvex blades with different oscillation amplitudes, reduced frequencies, and 
interblade phase angles are investigated. From the distributions of magnitude and phase 
angle of the dynamic pressure difference coefficient, the present numerical results show 
better agreement with the experimental data than those from the linearized theory in 
most of the cases. For every quarter of one cycle, the pressure contours repeat and 
proceed one pitch distance in the upward or downward direction for interblade phase 
angle equal to —90 deg or 90 deg, respectively. The unsteady pressure wave and shock 
behaviors are observed. From the lift coefficient distributions, it is further confirmed that 
the oscillation amplitude, interblade phase angle, and reduced frequency all have 
significant effects on the transonic oscillating cascade flows. 

Introduction 
Recently, significant attention has been given to vibration 

problems. A number of Euler solutions of oscillating cascade 
flows were presented (Gerolymos, 1988; He, 1990; Huff et 
al., 1991; Bendiksen, 1991; Huff, 1992; Hsiao and Bendiksen, 
1992). By utilizing the explicit MacCormack scheme, Geroly
mos (1988) investigated both started and unstarted super
sonic flows in vibrating cascades of fan blades. He (1990) 
developed sinusoidal shape and high-order shape corrections 
for phase-shifted periodic boundary conditions, so that the 
large computer storage required by the conventional direct 
parameter storage approach can be reduced. Huff et al. 
(1991) introduced a high-resolution wave-split scheme to 
predict the unsteady aerodynamics associated with transonic 
flows over oscillating cascades. Implementing a five-stage 
Runge-Kutta finite volume scheme on a deformable cascade 
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mesh, Bendiksen (1991) calculated the unsteady transonic 
cascade flows. Based on the Beam-Warming block ADI 
algorithm, Huff (1992) studied the flows around an oscillating 
flat-plate cascade and biconvex airfoil cascades. Hsiao and 
Bendiksen (1992) introduced a Runge-Kutta Galerkin finite 
element method to solve the unsteady flow in cascade. Even 
though several works have been done, further research on 
the Euler solution procedure for solving the oscillating cas
cade flows with nonlinear effects is still necessary and worth
while. To resolve the moving shocks and compression waves 
accurately, a modified locally implicit TVD scheme on the 
dynamic triangular mesh is presented in this work. Instead of 
using periodic boundary conditions from block to block for 
traditional structured grid systems, only a single block is 
used, and two different approaches to treat the periodic 
boundary conditions are evaluated. It is found that the sim
ple spatial approach achieves more numerical stability than 
the direct parameter storage method. 

In the oscillating cascade flow calculations, considerable 
efforts have been expended to develop the dynamic mesh 
algorithms on the structured (Gerolymos, 1988; He, 1990; 
Bendiksen, 1991; Huff, 1992) and unstructured grid systems 
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(Hsiao and Bendiksen, 1992). Gerolymos (1988) presented a 
grid displacement procedure to conform with the position of 
vibrating blades. To save the computing effort, He (1990) 
created a zonal moving grid technique, where only the grids 
in local regions around blades are moved. In the calculations 
of oscillating cascade flows, Bendiksen (1991) indicated that 
the H-mesh solution produced numerical oscillation in the 
leading edge. Huff (1992) presented a deforming grid tech
nique to generate a C-grid to fit with the moving blade. Even 
though the aforementioned structured grids can be applied 
to the oscillating cascade flow problems, the use of unstruc
tured triangular meshes is more suitable for domain with 
complicated boundaries. By using the advancing front tech
nique and conformal mapping procedure, Hsiao and Bendik
sen (1992) created a globally unstructured but locally struc
tured blade-fitted deformable mesh. In the present paper, a 
dynamic mesh algorithm, which was originally developed for 
solving oscillating airfoil flow (Hwang and Yang, 1993), is 
improved, so that the dynamic mesh can be in time to 
respond to the oscillating cascade of blades. 

The objectives of this work are: (1) to develop a numerical 
solution procedure for studying the transonic oscillating cas
cade flows and (2) to investigate the effects of oscillation 
amplitude, interblade phase angle, and reduced frequency 
on unsteady flow phenomena. In the present numerical solu
tion procedure, modification of a locally implicit TVD scheme 
on dynamic triangular mesh, improvement of a dynamic 
triangular mesh algorithm, triangular mesh generation, spa
tially periodic boundary treatment, and nonreflecting 
inlet/outlet boundary conditions are included. For the tran
sonic flows around a single oscillating airfoil and oscillating 
cascade of two blades with 180 deg interblade phase angle, 
satisfactory results are obtained. In the calculations of tran
sonic flows around an oscillating cascade of four biconvex 
blades, different values of oscillation amplitude, reduced 
frequency, and interblade phase angle are employed. The 
distributions of magnitude and phase angle of the first har
monic dynamic pressure difference coefficient, instantaneous 
pressure contours, and lift coefficient distributions are pre
sented. In the comparison of magnitudes and phase angles 
with related data of experiment and linearized theory, the 
present Euler solutions are acceptable. For every quarter 
time period, the instantaneous pressure contours repeat and 
move one pitch distance in the upward or downward direc
tion for interblade phase angle equal to - 90 deg or 90 deg, 
respectively. The unsteady shock and pressure wave behav
iors are observed. From the present numerical results, it is 
concluded that the oscillation amplitude, interblade phase 
angle, and reduced frequency all significantly affect the phys
ical phenomena of transonic oscillating cascade flows. 

Numerical Approach 
For unsteady inviscid flows in a moving domain, the two-

dimensional Euler equations including moving cell effects 
(Hwang and Yang, 1993) are solved in the X-Y Cartesian 
coordinate system. On the dynamic triangular mesh, a locally 
implicit TVD scheme, which was formulated on mixed 
quadrilateral-triangular dynamic mesh (Hwang and Yang, 
1993), is modified by using an improved limiter function 
(Hwang and Liu, 1992). Because the utilization of this limiter 
function can compensate for the drawback, that high order 
TVD schemes reduce to first order at points of extrema, the 
unsteady shocks and pressure waves are accurately resolved. 

On the oscillating airfoil or blade surfaces, no penetration 
condition with respect to the moving boundary is imposed. 
Pressure, density, and velocity components parallel to the 
moving surface are obtained by extrapolation from the values 
at the interior cells. For the single oscillating airfoil problem, 

one-dimensional characteristic analysis based on Riemann 
invariants is used to determine the values of the flow vari
ables on the outer boundary of the computational domain. In 
the oscillating cascade flow calculations, the same number of 
cells and nodes are generated along the upper and lower 
boundaries of the computational domain. The nodes on both 
boundaries are located at the same position along the X axis, 
but with a fixed distance in the Y axis, which is equal to the 
height of computational domain. Then, both the correspond
ing cells at upper and lower periodical boundaries are as
signed to be the neighbors of each other, and they are 
treated like interior cells. At the inlet and outlet boundaries, 
one-dimensional unsteady nonreflecting boundary condition, 
which was developed by Giles (1990), is utilized. For strong 
waves incident on the boundaries at highly oblique angles, 
the one-dimensional nonreflecting boundary conditions are 
not strictly nonreflective. In such cases, two-dimensional un
steady nonreflecting boundary conditions proposed by Giles 
(1990) are expected to be more appropriate. However, the 
application of two-dimensional unsteady nonreflecting 
boundary conditions will involve the solution of partial differ
ential equations, which is more complicated and time-
consuming than one-dimensional nonreflecting boundary 
conditions. Since no strong waves (such as shocks, etc.) are 
incident on both inlet and outlet boundaries at highly oblique 
angles in the present calculations, the utilization of one-di
mensional nonreflecting boundary conditions is acceptable. 

By using the mesh generation technique, which was devel
oped by Hwang and Wu (1992), the unstructured triangular 
mesh systems for the isolated airfoil and blade cascade are 
created. According to the concept of Batina (1990), the mesh 
conforms to the instantaneous position of the body by model
ing each edge of each cell by a spring, where the spring 
stiffness (Kt) for a given edge is taken to be inversely 
proportional to the length of the edge. Based on the modi
fied Gauss-Seidel method, the displacements AJC, and Avy-
at each interior node / of the grid are obtained by solving the 
static equilibrium equations (Hwang and Yang, 1993). In
stead of calculating Kt explicitly (Hwang and Yang, 1993), 
the spring stiffness (Kt) is updated implicitly during each 
symmetric iteration cycle in the present work, so that the 
dynamic mesh can be improved to respond to the moving 
boundary immediately. In addition to the mass, momentum, 
and energy conservation laws that govern the physics of the 
flow, the geometric conservation (Marcel Vinokur, 1989) is 
satisfied numerically in the present paper. 

Results and Discussion 
To validate the accuracy of present approach, transonic 

flows around a single oscillating NACA 0012 airfoil and an 
oscillating cascade of NACA 0006 blades with a equal to 180 
deg are studied first. In the calculations of NACA 0006 
cascade flow, the direct parameter storage method and the 
present spatial treatment are implemented on the periodic 
boundaries to compare the numerical characteristics. For 
transonic flows around an oscillating cascade of four bicon
vex blades, the computations with different oscillation ampli
tudes,' reduced frequencies, and interblade phase angles are 
performed. The magnitude and phase angle of the first 
harmonic dynamic surface pressure difference coefficient 
(ACp are obtained by using the Fourier transform for the 
last cycle of oscillation. The dynamic surface pressure differ
ence coefficient is normalized by the oscillation amplitude 
and the phase angle is referenced to the blade motion. In this 
work, the calculated magnitudes and phase angles are com
pared to those from experiment and linearized theory. Also, 
the lift coefficient distributions and unsteady behaviors re
lated to moving shocks and pressure waves are presented. 
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Fig. 1 Partial view of mesh (4888 elements and 2516 nodes) for 
the oscillating NACA 0012 airfoil 

Code Validation 

Transonic Flow Around Oscillating NACA 0012 Airfoil. To 
evaluate the present solution algorithm, the transonic flow, 
which is around a NACA 0012 airfoil pitching harmonically 
about the quarter chord with an oscillation amplitude of 
a, = 2.51 deg and a reduced frequency of k = 0.0814 based 
on semichord, is investigated. The motion of the oscillating 
airfoil is governed by the relation 

a = a0 + a, sin ( a)t) (1) 

where a is the instantaneous angle of attack. The frequency 
w is related to the reduced frequency by the relation k — 
o)c/2Vm and c is the airfoil chord length. The computational 
domain is taken to be 21c X 20c, and the mesh (Fig. 1) 
contains 4888 elements and- 2516 nodes. In this case, the 
solution for the airfoil at a free-stream Mach number of 
M„ = 0.755 and an angle of attack of a0 = 0.016 deg is 
taken as the initial condition. By choosing CFL as 30, three 
cycles of airfoil motion are processed to obtain a periodic 
solution. Comparing with the related numerical results 
(Kandil and Chuang, 1989; Batina, 1991) and experimental 
data (Landon, 1982), the calculated instantaneous pressure 
coefficient distributions during the third cycle of motion are 
shown in Fig. 2. Except for the pressure distributions for a 
equal to 1.09 deg, the results during the first part ( a is 
positive) of the cycle demonstrate a shock wave on the upper 
surface of the airfoil, and the flow over the lower surface is 
predominantly subcritical. During the latter part ( a is nega
tive) of the cycle (except for a equal to —1.25 deg), the flow 
about the upper surface is subcritical, and a shock forms on 
the lower surface. The flow phenomena for a equal to 1.09 
deg and —1.25 deg are due to the fact that the shock can't 
move with the airfoil motion in the same speed. In general, 
the trend of present results agrees well with the experimental 
data (Landon, 1982), and the profiles of pressure distribution 
are closer to the solutions of Batina (1991) than those of 
Kandil and Chuang (1989). Also, the presently predicted 
shock position ( a = -2 .0 deg) matches with the adaptive 
solution (Rausch et al , 1992) than that of the nonadaptive 
result given by Batina (1991). From this discussion, it is 
concluded that the present solution algorithm is accurate for 
studying the unsteady flow problems with moving boundaries. 

Transonic Flow Around Oscillating Cascade of NACA 0006 
Blades. To further validate the present solution approach 
involving finite interblade phase angle cr, transonic flow 
around oscillating cascade of unstaggered NACA 0006 blades 
with a equal to 180 deg is studied. In this case, the solidity is 
equal to one, and computational domain is extended to three 
chord lengths in both upstream and downstream directions. 
The meshes for two blades and single blade calculations are 
shown in Figs. 3(a) and 3(b), respectively. The steady-state 
solutions for both cases are obtained at inlet Mach number 
of M = 0.77, angle of attack of a0 = 0 deg, and static exit 
pressure of Pe = 0.98 P„, and they are chosen as the initial 
conditions of the unsteady calculations. The motion of the 
oscillating blades is governed by the relation 

a - -1.25 deg 

a = 2.34 deg 

OA M fc4 M M 

x/c 

a = -2.41- deg 

« • U 0.4 M M L« M U M t 
X/C X/C 

a = 2.01 deg a = -2.0 deg 

»* * * M 

X/C x/c 

a = -0.54 deg 

PRESENT SOLUTION 
BATINA IMPLICIT TVS 
KANDIL AND CHUANG 
UPPER (EXPERIMENT) 
LOWER (EXPERIMENT) 

«4 M M t 
X/C 

PRESENT SOLUTION 
BATINA IMPLICIT FVS 
KANDIL AND CHUANG 
UPPER (EXPERIMENT) 
LOVER (EXPERIMENT) 

X/C 

a = at0 + a, sin (2Mkr + ma) (2) 

Fig. 2 Instantaneous pressure coefficient distributions for the os
cillating NACA 0012 airfoil (Mx = 0.755, k = 0.0814, «0 = 0.016 deg, 
and a, = 2.51 deg) 

where the values of oscillation amplitude a,, reduced fre
quency k, and interblade phase angle <r are taken to be 2.0 
deg, 0.2, and 180 deg, respectively, T is the nondimensional-
ized time scale, and m = 0, 1 represent the upper and lower 
blades, respectively. In this case, nine cycles of blade motion 
are processed. From the time history of lift coefficient (Fig. 
4), the two-blade calculation with spatial treatment of peri-
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(a) 

(b) 

Fig. 3 Meshes for the oscillating cascade of NACA 0006 blades: 
(a) two blades (10378 elements and 5424 nodes) and (b) single 
blade (5279 elements and 2800 nodes) 

twoMaww 
U t i t 

G 0.2 

-0.2 

-0.6 

CYCLE 
Fig. 4 Time history of lift coefficient for oscillating cascade of 
NACA 0006 blades (M = 0.77, k = 0.2, <r0 = 0 deg, a, = 2.0 deg, and 
<r= 180 deg) 

odic boundary conditions achieves better numerical stability 
than that of one blade calculation with direct parameter 
storage method for phase-shifted periodic boundary condi
tions. Comparing with the related numerical results (Ben-
diksen, 1991; Hsiao and Bendiksen, 1992), the initial and 
instantaneous pressure coefficient distributions are shown in 
Fig. 5. In general, the present results compare well with two 
related numerical data, except that the present scheme can 
capture shocks more sharply and the shock locations are 
between those of two related numerical solutions. For the 
present one-blade and two-blade calculations, the shock loca
tions (a - 0.0 deg) are different. It is believed that this 
numerical difference is due to the possible source of error 
when the direct parameter storage method is used. From this 
discussion, the present approach with spatial treatment of 
periodic boundary conditions can accurately and robustly 
simulate the realistic oscillating cascade flows with finite 
interblade phase angle. 

Transonic Flow Around Oscillating Cascade of Four Bi
convex Blades. For the transonic flows around an oscillat
ing cascade of biconvex blades, the inlet Mach number and 
exit pressure ratio (static exit pressure divided by total pres
sure) are equal to 0.8 and 0.7322, respectively. The computa
tional domain comprises four uncambered biconvex blades, 
in which the values of thickness-to-chord ratio, solidity (chord 
length divided by blade pitch), and stagger angle are 0.076, 
1.3, and 53 deg, respectively. The motion of these four 
blades, which is executing torsional mode oscillations about 
midchord, is governed by Eq. (2), and m = 0, 1, 2, and 3 
represent each blade from the lowest to the highest one, 
respectively. By setting a0 to 7 deg, different values of 
oscillation amplitude (a,), reduced frequency (k), and in-

•oaalkMa 
•«lao aaa laaa lkMi i 
apfrar (two Maaoa) 
lowor (two blaaM) 
M M blow* oalaaUtloa 

x/c 

• • l ac antf B»4UI»*n 
upper (two M * 4 M ) 

Q low*r (tiro ».•*.••) 
onm bla*.« MlouUticm 

xyc 
Fig. 5 Initial and instantaneous pressure coefficient distributions 
for oscillating cascade of NACA 0006 blades (M = 0.77, k = 0.2, 
aa = 0 deg, a, = 2.0 deg, and a = 180 deg) 

Fig. 6 (a) Partial view of mesh (12,462 elements and 6598 nodes) 
and (to) pressure coefficient distribution of the initial solution for 
oscillating cascade of four biconvex blades 

terblade phase angle (a) are employed. The mesh (Fig. 6 a) 
contains 12,462 elements and 6598 nodes, and there are 134 
points that lie on each blade surface. From the pressure 
coefficient distribution of the initial solution (Fig. 6 b), the 
weak leading edge shock appears on the upper surface of 
each blade. The present numerical results compare well with 
the experimental data given by Buffum and Fleeter (1990). In 
the computation of transonic flow with a, k, and a, equal to 
— 90 deg, 0.462, and 1.2 deg, respectively, six cycles are 
processed to obtain a periodic solution. By choosing a con
stant marching time step of AT = 0.0236 (CFL is about 20), it 
only takes 360 time steps to complete one cycle of motion. 
During the first cycle of blade motion, only the lowest blade 
(m = 0) is set to motion at the beginning, whereas the 
second (m = 1), the third (m = 2), and the highest (m = 3) 
blades are set to motion when 2Mkr reaches 77/2, 77, and 
37r/2, respectively. From the time history of lift coefficient in 
Fig. 7, the periodic solution is quickly achieved. The effi
ciency of the present numerical approach is confirmed. 
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CYCLE 
Fig. 7 Time history of lift coefficient for oscillating cascade of four 
biconvex blades (M = 0.8, k = 0.462, « 0 = 7 deg, a, = 1.2 deg, and 
a = -90 deg) 
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Fig. 8 (a) Magnitude and (b) phase angle of dynamic pressure 
difference coefficient (ACp ) for oscillating cascade of four bicon
vex blades (M = 0.8, k = 0.185, <*0 = 7 deg, and a, = 1.2 deg) 

When one value of a, (1.2 deg) and two values of a (90 
deg and -90 deg) are chosen, the transonic oscillating cas
cade flows with k equal to 0.185 and 0.462 are studied. 
Magnitudes and phase angles of the first harmonic dynamic 
surface pressure difference coefficient (ACP) are calculated 
and plotted in Figs. 8 and 9. To evaluate the present numeri
cal solutions, the experimental data and results obtained by 
linearized theory (Buffum and Fleeter, 1990) are introduced. 
By choosing the experimental data as the reference values, 
the distributions of magnitude (Fig. 8a) indicate that the 
present Euler solver provides better results than does the 
linearized theory. For the phase angle distributions with a 
equal to -90 deg (Fig. 8b), the same conclusion is drawn. If 
the value of a is replaced by 90 deg, the difference between 
experimental data and present solution is significant (Fig. 
8b). A similar phenomena was observed by Huff (1992), and 
he mentioned that it was difficult to access how many of the 
quantitative differences were due to the numerical error and 
how many were due to experimental error. For the magni
tude distributions with k = 0.462 (Fig. 9a), the agreement 
with experimental data is worse than that in Fig. 8(a) for 
both interblade phase angles. In addition, the values of 
magnitude of present calculation are closer to those from 
linearized theory rather than those from experiment when cr 
is equal to 90 deg (Fig. 9a). Comparing the results of phase 
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(a) g 15.0 
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Fig. 9 (a) Magnitude and (b) phase angle of dynamic pressure 
difference coefficient (AC p ) for oscillating cascade of four bicon
vex blades (M = 0.8, k = 0.462, « 0 = 7 deg, and a, = 1.2 deg) 

angle, the present calculation {cr = -90 deg, Fig. 9b) indi
cates better agreement with experimental data than those of 
linearized theory. Considering the case with cr replaced by 
90 deg, the values of phase angle from both linearized theory 
and present calculation deviate a distance from those from 
experiment. As determined from the formula provided by 
Buffum and Fleeter (1993), the calculation (k = 0.462, cr = 90 
deg, and a, = 1.2 deg) lies within the super-resonant region. 
In super-resonant flow, the pressure waves will propagate 
upstream and downstream to infinity without decay, which 
may account for some of the discrepancies. Furthermore, in 
this super-resonant case, the comparison between the pres
ent calculation and linearized theory is satisfactory. Except 
for the super-resonant case (a = 90 deg ad k = 0.462) and 
one subresonant phase angle distribution {cr = 90 deg and 
k = 0.185), the present Euler solutions show better agree
ment with the experimental data than those from linearized 
theory. In the present calculations, no viscous effects are 
included. It is well known that the viscous effects may cause 
flow separation and change the unsteady behavior, and some 
of the discrepancies between the present calculations and 
experimental data may be attributed to viscous effects. Even 
though tremendous computational efforts will be involved, 
further research on a Navier-Stokes solver is inevitable in 
the future to resolve the unsteady shock/boundary layer 
interaction and flow separation accurately. 

To understand further the effects of oscillation amplitude 
and interblade phase angle on unsteady flow phenomena, 
instantaneous pressure contours for the transonic oscillating 
cascade flows with k = 0.462 are plotted in Figs. 10-13. It is 
observed that the contours repeat and proceed one pitch 
distance in the upward or downward direction for a equal to 
-90 deg (Figs. 10 and 11) and 90 deg (Fig. 13), respectively. 
From the contours given in Figs. 10(a) and 11(a), the com
pression wave on the upper surface of the lowest blade in 
Fig. 10(a) becomes a shock located at the midchord of the 
upper surface of the lowest blade in Fig. 11(a). Also, the 
leading edge weak shock still appears on the upper surface of 
lowest blade. There is an additional shock on the lower 
surface of the second blade in Fig. 11(a). The weak shock on 
the upper surface of the third blade in Fig. 10(a) becomes 
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Fig. 10 Instantaneous pressure contours for oscillating cascade 
of four biconvex blades (M = 0.8, k = 0.462, a 0 = 7 deg, a , = 1.2 
deg, and o-=-90 deg): (2Mfcr-10m) equal to (a) iH2, (b) n, (c) 
3m/2, and (d) 2w 

stronger, and it shifts slightly in the downstream direction. 
On the upper surface of the highest blade in Fig. 10(a), the 
wave compresses more closely and the original shock gets 
stronger and moves slightly in the downstream direction. 
Since different unsteady behaviors are observed in both 
figures, the nonlinearity of the oscillation amplitude with 
respect to the unsteady flow phenomena is confirmed. To 
understand further the unsteady behaviors during each quar
ter time period, the instantaneous pressure contours at four 
instant times ((2M&r - WTT) = 77/12, IT/6, 77/4, and TT/3) 
are plotted in Fig. 12. Due to the periodic characteristics, the 
pressure contour at Fig. 11(d) is the same as that at 2Mkr 
equal to 107T. From the sequence of contours given in Fig. 
11(d), Figs. I2(a-d) and Fig. 11(a), the shock on the lower 
surface of the lowest blade in Fig. 11(d) keeps moving close 
to the leading edge and eventually passes through the leading 
edge to form a weak shock on the upper surface of the lowest 
blade in Fig. 11(A). Initially, there is no shock between the 
lowest and the second blades in Fig. 11(d). A shock on the 
upper surface of the second blade in Fig. 11(d) moves close 
to the leading edge, and it finally goes around the leading 
edge to interact with the pressure wave to form shocks on the 
lower surface of the second blade and on the midchord of the 
upper surface of the lowest blade (Fig. 11a). As shown in Fig. 
11(d), there are one shock and one compression wave on the 
upper surface of the third blade. The latter compression 
wave moves close to the former shock, and eventually com-

Flg. 11 Instantaneous pressure contours for oscillating cascade 
of four biconvex blades (M = 0.8, k = 0.462, a0 = 7 deg, a, = 4.8 
deg, and <r = -90 deg): ( 2 M * T - 1 0 I T ) equal to (a) 77/2, (b) 77, (c) 
3TT/2, and (d) 2w 

bines together to form a stronger shock on the upper surface 
of the third blade in Fig. 12(c). Then, this strong shock keeps 
moving upstream to be close to the leading edge (Fig. 11a). 
On the upper surface of the highest blade in Fig. 11(d), there 
exists a weak leading edge shock, a shock on the midchord, 
and the compression wave. During time evolution, this weak 
leading edge shock goes downstream and combines with the 
midchord shock, which is moving upstream. Then a strong 
shock is formed on the upper surface of the highest blade in 
Fig. 12(d). In the meantime, the rear compression wave 
merges to be stronger (Fig. 12b). Considering the case where 
<r and a, are equal to 90 deg and 4.8 deg, respectively, the 
instantaneous pressure contours are shown in Fig. 13. The 
instantaneous locations and motion for the lowest blade are 
the same as those in the above case with a, and a equal to 
4.8 deg and - 90 deg, respectively. In Fig. 13(a), there exists 
a shock on the front portion of upper surface of the lowest 
blade. Also, a compression wave stands between the front 
part of lower surface of the highest blade and the rear part of 
upper surface of the third blade. On the lower surface of the 
third blade and on the upper surface of the highest blade, 
two compression waves are observed, respectively. Further
more, a strong shock locates on the front part of the upper 
surface of the second blade. Comparing the results shown in 
Figs. 11(a) and 13(a), it is obvious that the unsteady flow 
behaviors are strongly related to the interblade phase angle. 

To investigate the unsteady aerodynamic characteristics, 
the lift coefficients on the lowest blade during the sixth cycle 
are calculated. For the present oscillating cascade of four 
biconvex blades, the results given in Fig. 14 demonstrate the 
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effects of k, cr, and a,. At any instant positions (except the 
highest and lowest ones) of the lowest blade, the value of Ct 
for blade moving upward is smaller than that for blade 
moving downward. Also, the smallest C, occurs a little late 
after the blade passes through its lowest position for all cases 
in Fig. 14, and the largest C, happens a little late after blade 
passes its highest position (Fig. 14b, c). From the aforemen
tioned magnitudes and phase angles of dynamic pressure 
difference coefficient, instantaneous pressure contours and 
lift coefficient distributions, it is found that oscillation ampli
tude, interblade phase angle, and reduced frequency all have 
significant effects on the oscillating cascade flows. The non
linear phenomena, such as the shock formation, migration, 
strengthening, attenuation, and interaction with pressure 
wave, are observed in the present calculations. No matter 
how complicated the flowfields are, the periodic physical 
phenomena are still preserved. For every quarter time pe
riod, the pressure contours repeat and proceed one pitch 
distance in the upward or downward direction for a equal to 
— 90 deg or 90 deg, respectively. 

Conclusions 
A numerical solution procedure, which includes modifica

tion of a locally implicit total-variation-diminishing scheme 
on dynamic triangular mesh, improvement of a dynamic 
triangular mesh algorithm, triangular mesh generation, spa
tially periodic boundary treatment, and nonreflecting 
inlet/outlet boundary conditions, is introduced to study the 
transonic oscillating cascade flows. In a Cartesian coordinate 
system, the unsteady Euler equations are solved. For the 
transonic flow around an isolated NACA 0012 airfoil pitching 

Fig. 13 Instantaneous pressure contours for oscillating cascade 
of four biconvex blades (M = 0.8, k = 0.462, <v0 = 7 deg, a, = 4.8 
deg, and o-=90 deg): (2MkT-10m) equal to (a) TT/2, (i>) IT, ( C ) 
3n /2 , and (d) 2TT 

harmonically about the quarter chord, the instantaneous 
pressure coefficient distributions during a cycle of motion are 
presented. By comparing with the related numerical and 
experimental results, the accuracy of the present approach is 
validated. In the computations of transonic flow around 
oscillating cascade of NACA 0006 blades with interblade 
phase angle equal to 180 deg, two kinds of computational 
domains, which include one and two blades, are used. To 
understand the numerical characteristics of the present spa
tial periodic boundary treatment, the direct parameter stor
age method for phase-shifted periodic boundary conditions is 
employed. From the time history of lift coefficient, the spa
tial periodic boundary treatment is more numerically stable 
than the direct parameter storage method. In the comparison 
of instantaneous pressure coefficient distributions with those 
of two other numerical methods, the present solution proce
dure is satisfactory. For the transonic flows around oscillating 
cascade of four biconvex blades, different values of oscilla
tion amplitude, reduced frequency, and interblade phase 
angle are chosen to study the unsteady phenomena. Compar
ing the distributions of magnitude and phase angle of the 
dynamic pressure difference coefficient, the present Euler 
solutions show better agreement with experimental data than 
those from linearized theory in most of the cases. The 
nonlinear phenomena including shock formation, migration, 
strengthening, attenuation, and interaction with pressure 
wave are observed in the present calculations. For every 
quarter time period, the pressure contours repeat and pro
ceed one pitch distance in the upward or downward direction 
for interblade phase angle equal to -90 deg or 90 deg, 
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Fig. 14 Lift coefficient versus instantaneous angle of attack for the 
lowest blade of oscillating cascade of four biconvex blades: (a) 
* = 0.462, o- = -90 deg, (b) k = 0.462, a = 90 deg, (c) k = 0.185, 
a = -90 deg, and ((f) k = 0.185, a - 90 deg 

respectively. From the lift coefficient distributions and this 
discussion, it is obvious that the oscillation amplitude, in-
terblade phase angle, and reduced frequency all significantly 
affect the transonic oscillating cascade flows. 

References 
Batina, J. T., 1990, "Unsteady Euler Airfoil Solutions Using Unstruc

tured Dynamic Meshes," AIAA Journal, Vol. 28, No. 8, pp. 1381-1388. 

Batina, J. T., 1991, "Implicit Flux-Split Euler Schemes for Unsteady 
Aerodynamic Analysis Involving Unstructured Dynamic Meshes," AIAA 
Journal, Vol. 29, No. 11, pp. 1836-1843. 

Bendiksen, O. O., 1991, "Euler Calculations of Unsteady Transonic 
Flow in Cascades," AIAA Paper No. 91-1104. 

Buffum, D. H., and Fleeter, S., 1990, "The Aerodynamics of an Oscil
lating Cascade in a Compressible Flow Field," ASME JOURNAL OF TUR-
BOMACHINERY, Vol. 112, pp. 759-767. 

Buffum, D. H., and Fleeter, S., 1993, "Wind Tunnel Wall Effects in a 
Linear Oscillating Cascade," ASME JOURNAL OF TURBOMACHINERY, Vol. 
115, pp. 147-156. 

Gerolymos, G. A., 1988, "Numerical Integration of the Blade-to-Blade 
Surface Euler Equations in Vibrating Cascades," AIAA Journal, Vol. 26, 
No. 12, pp. 1483-1492. 

Giles, M. B., 1990, "Nonreflecting Boundary Conditions for Euler 
Equation Calculations," AIAA Journal, Vol. 28, No. 12, pp. 2050-2058. 

He, L., 1990, "An Euler Solution for Unsteady Flows Around Oscillat
ing Blades," ASME JOURNAL OF TURBOMACHINERY, Vol. 112, pp. 714-722. 

Hsiao, C , and Bendiksen, O. O., 1992, "Finite Element Euler Calcula
tions of Unsteady Transonic Cascade Flows," AIAA Paper No. 92-2120-
CP. 

Huff, D. L., Swafford, T. W„ and Reddy, T. S. R., 1991, "Euler Flow 
Predictions for an Oscillating Cascade Using a High Resolution Wave-
Split Scheme," ASME Paper 91-GT-198. 

Huff, D. L., 1992, "Numerical Analysis of Flow Through Oscillating 
Cascade Sections," Journal of Propulsion and Power, Vol. 8, No. 4, pp. 
815-822. 

Hwang, C. J., and Liu, J. L., 1992, "Locally Implicit Hybrid Algorithm 
for Steady and Unsteady Viscous Flows," AIAA Journal, Vol. 30, No. 5, 
pp. 1228-1236. 

Hwang, C. J., and Wu, S. J., 1992, "Global and Local Remeshing 
Algorithms for Compressible Flows," Journal of Computational Physics, 
Vol. 102, No. 1, pp. 98-113. 

Hwang, C. J., and Yang, S. Y., 1993, "Locally Implicit Total Variation 
Diminishing Schemes on Mixed Quadrilateral-Triangular Meshes," AIAA 
Journal, Vol. 31, No. 11, pp. 2008-2015. 

Kandil, O. A., and Chuang, H. A., 1989, "Unsteady Transonic Airfoil 
Computation Using Implicit Euler Scheme on Body-Fixed Grid," AIAA 
Journal, Vol. 27, No. 8, pp. 1031-1037. 

Landon, R. H., 1982, "NACA 0012. Oscillatory and Transient Pitching," 
Compendium of Unsteady Aerodynamic Measurements, Data Set 3, 
AGARD-R-702. 

Marcel Vinokur, 1989, "An Analysis of Finite-Difference and Finite-
Volume Formulations of Conservation Laws," Journal of Computational 
Physics, Vol. 81, No. 1, pp. 1-52. 

Rausch, R. D., Batina, J. T„ and Yang, H. T. Y., 1992, "Spatial 
Adaptation of Unstructured Meshes for Unsteady Aerodynamic Flow 
Computations," AIAA Journal, Vol. 30, No. 5, pp. 1243-1251. 

400 / Vol. 117, JULY 1995 Transactions of the ASME 

Downloaded 01 Jun 2010 to 171.66.16.54. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Darryl E. Metzger Memorial Session Paper 

K. Dullenkopf 

R. E. Mayle1 

Institut fOr Thermische 
Stromungsmaschinen, 
University Karlsruhe, 

Karlsruhe, Federal Republic of Germany 

An Account of Free-Stream-
Turbulence Length Scale on 
Laminar Heat Transfer 
The effect of length scale in free-stream turbulence is considered for heat transfer 
in laminar boundary layers. A model is proposed that accounts for an ' 'effective'' 
intensity of turbulence based on a dominant frequency for a laminar boundary layer. 
Assuming a standard turbulence spectral distribution, a new turbulence parameter 
that accounts for both turbulence level and length scale is obtained and used to 
correlate heat transfer data for laminar stagnation flows. The result indicates that 
the heat transfer for these flows is linearly dependent on the "effective" free-stream 
turbulence intensity. 

Introduction 
The effect of free-stream turbulence on laminar and turbulent 

boundary layers has been a topic of much interest for a long 
time. Its importance in gas turbines has been generally associ
ated with large increases in heat transfer rates on turbine blades 
(e.g., see Turner, 1971) and large influences on boundary layer 
transition (e.g., see Mayle, 1991). These two effects are clearly 
shown in Fig. 1, where Nusselt number distributions for several 
free-stream turbulence levels are presented for a typical, fore-
loaded, gas turbine airfoil (Schulz, 1986). On the suction sur
face of the airfoil (x/c > 0) , the main effect of turbulence is 
to cause an earlier onset of transition to turbulent flow. Near 
the leading edge, however, and on the pressure surface (x/c < 
0) where the boundary layer remains laminar, the main effect 
of turbulence is to cause a large increase in "laminar" heat 
transfer. It is this latter effect of free-stream turbulence that we 
will consider within this paper. 

While some investigators examined this effect using a flat 
plate (Kestin et al., 1961; Smith and Kuethe, 1966; Junkhan 
and Serovy, 1967; Dyban and Epick, 1978; Riid, 1985), most 
used cylinders in crossflow and examined the effect in the highly 
accelerated stagnation region (Zapp, 1950; Kestin, 1966; Dyban 
and Epick, 1970; Kestin and Wood, 1971; Lowery and Vachon, 
1975; Yardi and Sukhatme, 1978; Van Dresar, 1987; Ames and 
Moffat, 1990). An interesting feature of stagnation flow is that 
the free-stream strain rate is constant (and nonzero), i.e., a = 
dU/dx = const, which in turn produces a laminar boundary 
layer with constant viscous and thermal boundary layer thick
nesses and, consequently, a constant heat transfer coefficient.2 

In this paper, for simplicity, we will consider only the effect of 
free-stream turbulence on laminar "stagnation-like" flow hav
ing a constant, nonzero, free-stream strain rate. 

It should be pointed out, perhaps, that the results of this work 
may be applied directly to flow over gas turbine airfoils. The 
flow around the leading edge of a gas turbine airfoil is indeed 

1 Present address: Department of Mechanical Engineering, Rensselaer Polytech
nic Institute, Troy, NY. 

2 These results follow from the fact that there is only one viscous length scale 
and one thermal length scale to the problem, viz., ivla and 'la/a, where v is 
the viscosity and a is the thermal diffusivity of the fluid (see Schlichting, 1979). 
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a stagnation flow and, as seen in Fig. 1 near x/c = 0, produces 
the highest heat load on the airfoil. In fact, using the heat transfer 
results for cylinders in a turbulent crossflow, most gas turbine 
engine manufacturers apply a heat transfer augmentation factor 
of 1.5 to 2 to the calculated heat transfer coefficients on the 
leading edges of their turbine airfoils. Also, the free-stream 
flows on the pressure surfaces of many fore-loaded airfoils have 
a constant strain rate. This is evident for the airfoil used to 
obtain the data shown in Fig. 1 from the nearly constant Nusselt 
numbers measured over the forward portion of the pressure 
surface. The airfoils of Turner (1971) and Bayley and Priddy 
(1981), while not necessarily modern, are similar in this re
spect. 

In the past, the effect of free-stream turbulence on stagnation 
heat transfer for cylinders in crossflow was usually correlated 
using the functional relation 

Nad/^Rsd = fnc (Pr, i W R e j (1) 

where Nu,j is the Nusselt number based on the diameter of the 
cylinder, Red is the Reynolds number based on the incident flow 
velocity and the diameter of the cylinder, and Tu = u' IU«, is 
the incident turbulence level with «' the turbulence intensity. 
The parameter TuvRe,, was proposed initially by Smith and 
Kuethe (1966) upon applying their theoretical work on stagna
tion flow to cylinders in crossflow. 

In 1992, however, the present authors showed that any corre
lation based on the cylinder's diameter incorrectly assumes that 
the strain rate is always in the same proportion to UJd (Dullen
kopf and Mayle, 1994). For flow around a cylinder where the 
velocity near stagnation varies according to U = aJJ^xld, the 
free-stream strain rate is a = aiUJ.d. For potential flow around 
a circular cylinder, ai = 4. As shown by Dyban and Epick 
(1985), however, the parameter at depends on the turbulence 
level, wind tunnel blockage, and Reynolds number.3 In addition, 
it depends on the shape of the cylinder and, probably, on the 
turbulence length scale as well. To account correctly for this 
effect, Dullenkopf and Mayle introduced a Nusselt number and 
a dimensionless turbulence parameter based on the only length 
and velocity scales of the problem, namely, Nua = h^vlalk 
and Tu„ = u'l\av = TuUJyav (where h is the heat transfer 

3 These effects, particularly, on transition and the size of the ensuing wake, 
were very clearly pointed out by Kestin, 1966, but never considered further until 
Van Dresar (1987) showed that his results for 2.4 < at < 3.8 correlated well 
with others once the correct strain rate was used. 
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Fig. 1 Effect of incidence turbulence level on airfoil Nusselt numbers 

coefficient and k is the thermal conductivity). For flow around 
a circular cylinder, one obtains Nua = NudHaiRed and Tu„ = 
TuvRerf/fli, which will properly account for different values of 
«i. As a result, Eq. (1) is more correctly stated by 

Nua = fnc (Pr, Tu„) (2) 

For nonturbulent stagnation flow, Eckert (1942) provided a 
relatively simple expression for Eq. (2) , viz., Nua = 0.571 
Pr037.. With Pr = 0.7 this becomes Nua = 0.5, which provides 
the commonly known approximate result Nu^/VR^ = 1 when 
the potential flow value for ax is used. 

While the functional relation given in Eq. (2) was obtained 
for stagnation heat transfer, it is also valid for gas turbine airfoils 
where the free-stream velocity varies linearly with distance, i.e., 
U(x) = ax + b. Dullenkopf and Mayle (1994) evaluated heat 
transfer data for both cylinders in crossflow and turbine airfoils 
and obtained the result shown in Fig. 2. In this figure, all the 
cylinder data are shown by the open symbols while all of the 
airfoil data are shown by filled-in symbols. Much of the cylinder 
data for small values of Tua are overlapped by the airfoil data 
there. A correlation of the results (stated incorrectly in the 
original paper4) is given by 

Nu„Pr-°37 = 0.571 + 0.0125 Tu A 1 + 
1.8 

[1 + (Tu„/20)3] J 

where Tu„ is defined using the absolute value of the incident 
turbulence level, not percent. This correlation is also shown in 
the figure and, as pointed out by the authors, appears to indicate 
two separate effects of turbulence: one at small values of Tu„, 

4 The authors must apologize for this error. The equation given there, Eq. (9), 
was mistakenly given as the best fit to the data, but actually corresponds to the 
upper limit of the data band. The equation given here corresponds to the best 
data fit. 
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Fig. 2 Correlation of cylinder and airfoil Nusselt numbers for laminar 
flow with U = ax + b 

the other at high values. The region between contains a large 
scatter of data, which the authors then attributed to turbulence 
length scale effects. 

Yardi and Sukhatme (1978) measured the effects of turbu
lence level and length scale on stagnation heat transfer. Their 
results, plotted as a function of the length scale parameter 
(Lld)iRed where L is the integral length scale, are presented 
in Fig. 3 for various turbulence levels. The curves faired through 
their data have been drawn by the present authors anticipating 
the discussion in the following section, and differ slightly from 
Yardi and Sukhatme's curves (Fig. 3 in their paper), especially 
for small values of (Lld)yRed where the data are scattered. 
Nevertheless, their results indicate a significant effect of turbu
lence length scale on heat transfer. In particular, it appears that 
the effect of free-stream turbulence on heat transfer is reduced 
at both the large and small extreme values of their length scale 
parameter. The maximum effect appears at a value of 
(L/d)VRerf somewhere between 5 and 15 (as marked by the 
vertical dashed lines in the figure). Assuming a typical value 
for at of 3.6, this corresponds to a length scale-to-boundary 
layer thickness ratio between four and twelve, i.e., 4 < L/S < 
12, where 8 « 2.4\u/a is the boundary layer thickness for 
stagnation flow. 

Ames and Moffat (1990) proposed correlating the effects of 
turbulence including that of length scale by using the parameter 
TuRea

/12(L/d)~1/3. This parameter was obtained by applying the 
results of rapid distortion theory for flow around a cylinder to a 
turbulent eddy and equating the eddy size to the integral length 
scale. Although their parameter correlates their data, it is easy to 
show that their length scales, if L is considered the physically 
meaningful scale of turbulence, are much too large (75 < LIS < 
420) to have anything but a negligible quasi-steady effect. This 

N o m e n c l a t u r e 

a = free-stream strain rate = dUldx 
A] = dimensionless strain rate 
c = airfoil chord 
d = cylinder diameter 

Ei — one-dimensional turbulence spec
tral energy density 

h = heat transfer coefficient 
k = thermal conductivity, turbulent ki

netic energy per unit mass 
L = integral length scale of turbulence 

Nu = Nusselt number 

Pr = Prandtl number 
Re = Reynolds number 
St = Stanton number = Nu/RePr 

Tu = turbulence level = u' IV 
u' = turbulence intensity = V2&/3 
U = free-stream velocity = U(x) 

l)„ = incident velocity 
x = surface coordinate in streamwise 

direction 
a = thermal diffusivity 

6 = boundary layer thickness 
v = kinematic viscosity 
p = density 
4> = dimensionless frequency 

Subscripts 
a = quantity based on dUldx 
c = quantity based on chord 
d = quantity based on diameter 
\ = quantity based on the dominant 

frequency 
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Fig. 3 Yardi and Sukhatma's (1978) data (Tu VRed = 
8, D; 8-16, • ) 
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cies centered about the dominant frequency. In terms of the 
dimensionless frequency <f>, one obtains 

Tue, Tu 
4 # 

- A * / 2 [1 + (8TT4> /3 ) 2 ] 5 

where 0* =fKL/Ux. For a narrow bandwidth, A<f>/<j>k <̂  1, the 
integral is simply the result shown in Fig. 4 and the expression 
above becomes 

Tuef f = 2TUAAK 

[1 + (87r0x/3)2]5' 

The errors in this expression are terms of order (A0/0O2 

which, in general, may be neglected. 
Using a characteristic frequency corresponding to/x = XUJ 

d where from stability considerations, \ is a multiplicative fac
tor of the order of 0.01, one obtains 

implies that the integral length scale of turbulence plays another 
role. 

In the next section, an alternative role will be investigated, 
a simple model will be presented to account for the effect of 
turbulence on heat transfer, and a new correlation parameter 
based on an "effective" incident turbulence level for stagna
tion-like boundary layer flow will be introduced. Following this, 
data for both cylinders in crossflow and airfoils will be exam
ined using the new turbulence parameter and a new correlation 
proposed. 

A Simple Model 
It is known from stability theory that a laminar boundary 

layer is sensitive to disturbances within a rather select band of 
frequencies. This may be reasoned by recognizing that fluctua
tions at high frequencies are viscously damped, while those at 
low frequencies appear quasi-steady. The representative fre
quency of this select band may be estimated roughly from stabil
ity theory as A « 0.03[/o»/<5, where 8 is the boundary layer 
thickness. The length scale of a eddy corresponding to this 
frequency is about 166. 

Assuming that a laminar boundary layer is affected mostly 
by disturbances having a dominant frequency/\, a simple model 
to account for the effect of free-stream turbulence on heat trans
fer in a laminar boundary layer would be to presume that only 
the turbulent energy contained within a frequency band near 
this frequency is important. This energy may be called an ' 'ef
fective' ' turbulent energy. In other words, it is not the "overall'' 
turbulence level, Tu, but some fraction of it that is important. 

The turbulent energy in the free stream contained within any 
particular frequency band may be obtained from the frequency 
spectrum of turbulence. Considering only the spectrum of the 
longitudinal turbulent velocity component, one may use von 
Karman's distribution for the one-dimensional spectral energy 
density of turbulence E{ (see Hinze, 1959). This distribution, 
which correlates the data quite well except at the very high 
frequencies, is given by 

[/„£,(</.) 4 

*> 

u'2L [1 + (87r<£/3)T 

where <f> =fL/U«, is the dimensionless frequency. For frequen
cies where <j) > \n, one obtains Ei(<j>) «. $ - 5 ' 3 which corre
sponds to the well known result for the inertial subrange of 
turbulence. Ei((f>) is plotted in Fig. 4 and the energy contained 
with in a small bandwidth A0 shown. 

The effective turbulence level, Tueff, is obtained by inte
grating the spectral energy density over a band width of frequen-

0A\LHv/a = 0.4\Lfl 

The last equality defines the important dimensionless integral 
length scale parameter of the problem, viz., La = Ll{vla. This 
length scale parameter would also be obtained from dimensional 
considerations for flows with a constant free-stream strain rate. 
For flow around a cylinder a ~ ayU^/d near stagnation and La 
= (L/d)VfliRerf which differs from Yardi and Sukhatme's 
length scale parameter (L/d)msd by the factor ya\. 

Substituting for 4>K in terms of the new length scale parameter, 
one obtains 

Tucl 
TuVZ~ 

[1 + hLlf 

where the proportionality factor depends on the square root of 
band width ratio A//A and k{ » 10\2. Since the fraction of 
the frequency band being considered is likely to be independent 
of the other parameters, the proportionality factor may be set 
equal to unity without any loss of generality. Defining a new 
turbulence parameter Tuk = Tuefff/«,/AW, one then obtains 
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Fig. 5 Effective turbulence level as a function of the length scale param
eter 

Tux = 
Tu„VZ~ 

[1 + k.LlY 
(3) 

Curves of Eq. (3) are shown in Fig. 5 for several values of 
kt. Each curve rises with increasing values of the length scale 
parameter La to a maximum and then decreases. It is easy to 
show that the maximum of Tu^/Tua is obtained at La -

For values of La much less than V3/2&1, Eq. (3) yields 
Tu^ « Tua 4L„, while for values much greater than V3/2&!, Tux 

is proportional to Tu0L^"3. These curves are also plotted in 
Fig. 5. While the last form, viz., TuaLa"3 , is similar to the 
correlating parameter proposed by Ames and Moffat (1990), 
it must be emphasized that the theories leading to this form are 
completely different. 

The Tuj/Tua curves in Fig. 5 are very similar to the heat 
transfer curves previously shown in Fig. 3 where the maximum 
effect of turbulence is seen to occur for (L/d)vRed roughly 
equal to ten. Using a typical value for ax of 3.6, this corresponds 
to an La of 20. Substituting this into the equation above relating 
L„ and kt at the maximum value of TU)/Tua, one obtains kt R* 
0.004, which, in turn, provides/^ » Q.02UJ8. It is interesting 
to note that this value for the dominant frequency is nearly the 
same as that obtained from stability considerations. 

A New Correlation 
Since the turbulence in the free stream is completely charac

terized by its level and length scale for a given spectral distribu
tion, it is easy to show by dimensional analysis that the Nusselt 
number for turbulent free-stream flows with a constant strain 
rate is given by 

Nu„ = fnc (Pr, Tu„, L J (4) 

This functional relation replaces Eq. (2). Normally, one would 
have to carry out an extensive set of experiments varying Tu„ 
and La independently to obtain the function, but according to Eq. 
(3) the parameters may be combined such that the functional 
becomes 

Nu„ = fnc (Pr, Tux) 

In the following, a correlation relating Nu„ to Tux according to 
this expression will be sought. 

A review of the literature uncovered only four papers on 
stagnation heat transfer from cylinders in turbulent crossflow 
that report enough information to determine all of the parame
ters listed in Eq. (4) . These papers are by Sikmanovic et al. 
(1974), Lowery and Vachon (1975), Van Dresar (1987), and 
Ames and Moffat (1990). Of these four, however, only Van 

Author Pr Tua La 

Lowery & Vachon 0.7 1-37 11-66 

Sikmanovic, et al. 0.7 3-12 18-40 

Van Dresar 2.5* 6-36 66-100 

Ames & Moffat 0.7 6-28 176-1000 

* Schmidt number 

Dresar reports the free-stream strain rates for his data. The strain 
rates for the other data were calculated using Dyban and Epick's 
(1985) correlation (see Dullenkopf and Mayle, 1994). The data 
of Yardi and Sukhatme (1978) could not be translated into the 
new form. 

The values of Pr, Tu„, and La for each of the four investiga
tions cited above are given in Table 1. Considering that the 
maximum effect of turbulence occurs when La =» 20, it is inter
esting to note that only the pre-1980 tests cover this range. 
Since Van Dresar attempted to model the turbulence in the wake 
of a typical gas turbine airfoil, it is seen that a typical "engine" 
length scale is somewhat larger than that which has the largest 
effect on heat transfer. It is also clear that Ames and Moffat, 
upon investigating the effects of large turbulence levels on heat 
transfer, investigated an effect where most of the turbulent en
ergy was contained in eddies much too large to affect the bound
ary layer except in a quasi-steady manner. Their results are 
relevant, however, since they clearly support the idea of an 
"effective" turbulence level. 

The data are plotted as Nu„ versus Tu„ in Fig. 6. This is as 
shown in Fig. 2, except that the data of Sikmanovic et al. and 
Ames and Moffat have been added and the airfoil data omitted. 
In an effort to eliminate any pollution from flow nonuniformi-
ties, data obtained where the test body is placed less than five 
mesh lengths downstream of turbulence grids are not presented. 
According to Baines and Peterson (1951), a distance of five to 
ten mesh lengths downstream from any screen is necessary to 
establish reasonably good flow. In addition, at least this distance 
is required to establish a spectral distribution such as shown in 
Fig. 4. The trend of the data in Fig. 6 shows that the effect of 
turbulence on heat transfer generally decreases with an increase 
in turbulence length scale. This behavior is indicated by the 
arrow. 
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Fig. 6 Cylinder data for which length scale measurements are reported 
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Fig. 7 Cylinder data plotted using the "effective" turbulence level pa
rameter 

Replotting the same data using the effective turbulence pa
rameter Tux with k, = 0.004 results in Fig. 7. Actually, this 
figure was plotted for various values of kx where it was found 
that any value between 0.002 and 0.007 produced a good corre
lation. Since it was difficult to distinguish a "best" value for 
fc] using the present set of data, and until a better set becomes 
available, the value of kt arrived at from Yardi and Sukhatme's 
data was adopted. The data are correlated by 

where 

N u a P r 

Tu, 

= 0.571 + O.OITu, 

Tua{Ta 

[1 + 0.004L2]5 

(5) 

(6) 

Equation (5) is plotted in the figure and may be considered 
the new correlation for heat transfer in stagnation flow with a 
turbulent free stream. It is interesting to note that the theory 
first proposed by Smith and Kuethe (1966), which predicts a 
linear increase of stagnation heat transfer with increasing free-
stream turbulence, and which originally did not predict much 
of the data for large turbulence levels and length scales, again 
appears correct if the concept of an effective turbulence level 
is accepted. 

The airfoil data are plotted in Fig. 8 (open circles) together 
with the cylinder data (filled circles) and the correlation given 
in Eqs. (5) and (6). The data fit the correlation surprisingly 
well. 

Conclusions 

The effect of free-stream turbulence on heat transfer in flows 
with a constant free-stream strain rate has been re-investigated 
by introducing the concept of an "effective" turbulence level. 
This led to the turbulence parameter Tux, defined as 

T u , = 
Tu„VLJj__ 

[1 + 0.004L;;]5 

which not only accounts for the overall level of free-stream 
turbulence, but also its integral length scale. As a result, a rather 
simple correlation of cylinder and airfoil data was obtained, 
namely, 

Nu„Pr" = 0.571 + 0.01 TuK 

which describes a linear relation between laminar stagnation 
heat transfer and turbulence level as predicted by Smith and 
Kuethe (1966). 

Introducing a Stanton number based on the "effective" tur
bulence intensity (u')efl = (u ' )VZj l + 0.004L^]^5/12, the re
sult above may also be written as 

A St = Ah/pcp(u')e(! = O.OlPr^063 

which simply implies that the increase in heat transfer is directly 
proportional to the effective free-stream turbulence intensity 
(w')eff. Physically, this is very attractive and similar to the result 
recently proposed for turbulent flow by Ames and Moffat 
(1990). 

While the present work was concerned with the effect of free 
stream turbulence on laminar heat transfer, one cannot help 
thinking about its implications for laminar transition. As shown 
by Mayle (1991), the scale of turbulence in the free stream has 
an important effect on the onset of laminar-turbulent boundary 
layer transition which has not yet been taken into account. Per
haps, as for the present situation, an effective turbulence param
eter similar to that defined above will also help correlate all the 
transition results. 

Finally, it cannot be stressed too emphatically that experi
menters studying the effects of free-stream turbulence on 
boundary flows should both measure and report turbulence lev
els and length scales. It is also suggested that their streamwise 

A Look at the Airfoil Data 
Unfortunately, there are no length scale measurements for 

any of the airfoil results presented in Fig. 2. Schulz (1986), 
however, does present measurements of turbulence level at two 
streamwise locations downstream of his grids such that a length 
scale may be estimated from its decay. This was done assuming 
Tu~2 « x, evaluating the dissipation length scale Le from the 
decay of turbulent kinetic energy, and using the generally ac
cepted relation L = 2LJ3. Length scales obtained this way 
varied from one to one and one-half times the diameter of bars 
in the grid. The test cases with the smallest values of length 
scale were those where the airfoil row was about five mesh 
lengths downstream of the grid and, therefore, were not used. 
These test cases also happen to be the ones having the highest 
incident turbulence level. For flow over an airfoil with U = 
atU^x/c + b, Tu„ = TuVRe^/a! and La = (L/c)VaiRec. For the 
data of Schulz that could be used, Tu„ varied from 10 to 35 while 
La varied from 22 to 116. They correspond to data obtained on 
the pressure side of a turbine airfoil and should be compared 
to those given in Table 1 for stagnation flow on a cylinder. 
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Fig. 8 Airfoil pressure side data of Schulz plotted with the cylinder data 
using the effective turbulence level parameter 
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distributions be provided together with the corresponding turbu
lent energy spectral distributions. 
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Effects of Elevated Free-Stream 
Turbulence on Flow and Thermal 
Structures in Transitional 
Boundary Layers 
The effects of elevated free-stream turbulence on flow and thermal structures in trans
itional boundary layers were investigated experimentally on a heated flat plate. Detailed 
boundary layer measurements using a three-wire probe and wall heat transfer were 
made with free-stream turbulence intensities of 0.5, 3.8, 5.5, and 6.4 percent, re
spectively. The onset of transition, transition length, and the turbulent spot formation 
rate were determined. The statistical results of the streamwise and cross-stream velocity 
fluctuations, temperature fluctuation, Reynolds stresses, and Reynolds heat fluxes were 
presented. The eddy viscosity, turbulent thermal diffusivity, and the turbulent Prandtl 
number were calculated and related physical mechanisms are discussed. 

Introduction 
One of the key factors in improving the prediction of the 

thermal load on gas turbine blades is to improve the under
standing of the momentum and thermal transports during the 
laminar-turbulent transition process (Graham, 1979, 1984; 
Mayle, 1991). As much as 50-80 percent of the surface of a 
typical turbine blade is commonly covered by flow undergo
ing transition (Turner, 1971). Transition from laminar to 
turbulent boundary layer flow significantly increases the local 
wall shear stresses and the convective heat transfer rates. 
These increases must be appropriately factored into the 
design of gas turbine blades. Unsatisfactory prediction of the 
location and streamwise coverage of transition on gas turbine 
blades can result in either reduced longevity and reliability of 
the blade or engine performance below design objectives. In 
gas turbine environments, one of the most important factors 
controlling the transition process is elevated free-stream tur
bulence intensity (FSTI). Measurements of FSTI at the inlet 
of the turbine show values of 5 to 10 percent due to the 
disturbances from the upstream conditions. Turbulence in 
the wakes following the trailing edges of the vanes can be as 
high as 15 to 20 percent (Mayle, 1991). Very few experiments 
have been conducted to examine transition at such FSTI 
levels. 

At low FSTI levels, boundary layer transition begins with a 
weak instability in the laminar boundary layer and proceeds, 
through various stages of amplified instability, to fully turbu
lent flow (Schubauer and Skramstad, 1948; Klebanoff et al, 
1962). The critical Reynolds number, above which the selec-
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at the 38th International Gas Turbine and Aeroengine Congress and 
Exposition, Cincinnati, Ohio, May 24-27, 1993. Manuscript received at 
ASME Headquarters February 18, 1993. Paper No. 93-GT-66. Associate 
Technical Editor: H. Lukas. 

tive amplification of the two-dimensional infinitesimal distur
bances may occur, and the growth rates of the amplified 
disturbances, can be predicted by linear instability theory. At 
high free-stream turbulence, the amplification of linear insta
bility waves is bypassed in such a manner that turbulent spots 
are directly produced within the boundary layer by the influ
ence of the finite perturbations, which provide a nonlinear 
transition mechanism (Morkovin, 1969). Since linear instabil
ity theory is irrelevant in this case, this bypass transition is 
much more difficult to analyze and is poorly understood. 
Even the conventional view of a laminar boundary layer must 
be modified or redefined in such high FSTI levels. Dyban et 
al. (1980) investigated the structure of laminar boundary 
layers that developed under elevated FSTI of from 0.3 to 
25.2 percent. They found a peak in the rms streamwise 
velocity fluctuation («') in the late-laminar boundary layers. 
The entire u' profiles were elevated due to the penetration 
of the high FSTI. The maximum penetration occurred for the 
4.5 percent FSTI case. They called the laminar boundary 
layers generated at very high FSTI "pseudo-laminar" to dis
tinguish them from both the purely laminar layer and the 
fully turbulent layer that develops at low turbulence. Their 
results, though interesting, were limited to the distribution of 
disturbances within the laminar boundary layer. The onset 
and end of transition for a flat plate was investigated by 
Abu-Ghannam and Shaw (1980) in a low-speed wind tunnel 
with FSTI ranging from 0.3 to 5 percent. Their results 
showed that the higher values of FSTI result in an earlier 
transition and a shorter transition length. Suder et al. (1988) 
investigated the effects of FSTI ranging from 0.3 to 5 percent 
on boundary layer transition. They observed linear growth of 
the Tollmien-Schlichting (T-S) waves with an FSTI of 0.3 
percent and the bypass transition mechanism for an FSTI of 
0.65 percent and higher. Their results indicated that there 
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exists a critical value of the peak rms of the velocity fluctua
tions within the boundary layer of approximately 3 to 3.5 
percent of the free-stream velocity. Once the unsteadiness 
within the boundary layer reached this critical value, turbu
lent bursting was initiated, regardless of the transition mech
anism. More information on transition, especially the bypass 
transition, can be found in the discussion of instability and 
transition predictability by Morkovin (1978). Many other re
views of boundary layer instability and transition can be 
found in the literature, e.g., Reshotko (1976), Tani (1981), 
and Narasimha (1985). Recently, Volino and Simon (1995) 
reviewed published experimental data related to the bypass 
transition in boundary layers including curvature and favor
able pressure gradient effects. An extreme wealth of informa
tion on the role of laminar-turbulent transition in gas tur
bine engines can be found in Mayle (1991). 

Studies of elevated free-stream turbulence effects on heat 
transfer in transitional boundary layer flows are limited and 
are much less numerous than those treating fluid mechanics. 
Blair (1982) conducted several tests with a uniformly heated 
flat wall in accelerated transitional boundary layers with 
FSTI ranging from approximately 0.7 to 5 percent. He con
cluded that the transition Reynolds number is relatively 
insensitive to acceleration at even moderate turbulence levels 
(around 4 percent). The results of Blair's tests showed the 
combined effects of FSTI and pressure gradients; however, 
the isolated effects of the elevated FSTI alone were not 
available. Wang et al. (1987) investigated the heat transfer 
and fluid mechanics in transitional boundary layers with 0.68 
and 2.0 percent FSTI. They observed that average turbulent 
Prandtl number values in the early turbulent flow are 20 
percent higher than 0.9, a value known to apply to fully 
turbulent flow. This average Prandtl number is reduced as 
FSTI increases. Temperature profiles in the late transitional 
and early turbulent flows have a thicker conduction layer 
than those in fully turbulent flow. This conduction thickness 
decreases as the FSTI level increases. They also pointed out 
that the effect of elevated FSTI penetrates to very near the 

wall in the profiles of Reynolds streamwise normal stress 
(«'). However, the effect of elevated FSTI on the Reynolds 
shear stress ( - uu) and the mean velocity profiles is seen, 
predominantly, in the outer portion of the boundary layer. 
Kim et al. (1989) performed fluid mechanics and heat trans
fer measurements in transitional boundary layers, which were 
conditionally sampled on intermittency for two different val
ues of FSTI, 0.32 and 1.79 percent. The turbulent heat flux 
was measured by using a triple-wire probe. The results showed 
that a large increase in turbulent heat flux above the wall 
heat flux value occurs within the turbulent spot, and the 
turbulent Prandtl numbers in the turbulent core region of the 
transitional flow are smaller than unity. Contrary to the 
results of Kim et al., the most recent experimental results of 
Sohn and Reshotko (1991), Shome (1991), and Wang_et al. 
(1992) showed that the cross-stream heat fluxes (ut) are 
highly negative values in the middle transitional region. The 
layer of negative ut becomes thinner and moves toward the 
wall as the flow proceeds downstream. Also, Sohn and 
Reshotko reported that the velocity profiles were observed to 
lag the temperature profiles during the transitional process 
to turbulent flow, which is the opposite of the observations of 
Blair (1982), Wang et al. (1987), and Kim et al. (1989). The 
boundary layer spectra in Sohn and Reshhotko's report indi
cated selected amplification of T-S waves for 0.4 percent 
FSTI as predicted by linear instability. For 0.8 percent and 
1.1 percent FSTI, T-S waves are localized very near the wall 
and do not play a dominant role in the transition process. 

The present experimental study investigates boundary layer 
transition over a heated flat plate with a free-stream turbu
lence range of from 0.5 to 7 percent. A miniature three-wire 
probe was employed to measure both the instantaneous 
streamwise, cross-stream velocity components and the tem
perature simultaneously. The onset and end of transition 
were obtained both from the wall Stanton number measure
ments and from boundary layer flow and thermal structure 
measurements. The emphasis of this paper is on the study of 
the evolution of Reynolds shear stresses and heat fluxes, 

Nomenclature 

Cf = skin friction coefficient = T1V/( pUj/2) 
C = specific heat 

£j(/) = one-dimensional spectrum of u' 
f = frequency 

FSTI = free-stream turbulence intensity 

= y/(u2 + v2 + w2)/3/Um 

n = turbulent spot production rate, 
No./s • m 

h = dimensionless turbulent spot production 
rate = nv2/U2 

Pr( = turbulent Prandtl number = eM/eH 
q" = heat flux 

Re.,., Re a , , Ree= Reynolds numbers based on x, 8*, and 
6, respectively 

St = Stanton number = q"wA PCpVjJw - Tj] 
t = instantaneous temperature fluctuation 
t' = rms value of t 
T = mean temperature 

T+ = mean temperature in wall units 
= (Tw - T)pCpuyq'l 

u, u = instantaneous streamwise and cross-
stream velocity fluctuations 

u', u' = rms values of u and u 
u* = ^Tw/P = friction velocity 
U = mean streamwise velocity 

U+ = mean streamwise velocity in wall units 
= U/u* 

x = streamwise distance from leading edge 
y = distance away from the wall 

Y+ = yu*/v 
a = thermal diffusivity 
8 = boundary layer thickness at 0.995£4 

8* = displacement boundary layer thickness 
eH = turbulent thermal diffusivity 

= - vt/(dT/dy) _ 
eM = turbulent viscosity = - uv/(dU/dy) 

9 = momentum boundary layer thickness 
A^ = integral length scale 

= UfoU(t)U(t+ T ) / W \ / T 
v — kinematic viscosity 
p = density 
a = turbulent spot propagation parameter 
T = shear stress 

Subscripts 
e = at transition end 
s — at transition start 
w = at the wall 
oo = in the free stream 
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eddy viscosity, turbulent thermal diffusivity, and turbulent 
Prandtl number under the influences of elevated FSTI dur
ing the process of laminar-turbulent transition. 

Experimental Program 
Wind Tunnel. The present research employed a two-

dimensional, open-circuit, blowing type wind tunnel. The 
detailed description of the design considerations and con
struction specifications was documented by Kuan (1987) and 
Kuan and Wang (1990). Air is drawn through a filter box, 
then forced through two grids, a honeycomb, a heat ex
changer, a screen pack, and a contraction nozzle before 
entering the test section. The flow rate can be adjusted 
steplessly from 0.5 m/s to 35 m/s by a combination use of an 
inlet damper and a constant-torque, variable frequency mo
tor controller. The steadiness of the free-stream velocity and 
temperature can be maintained within 1 percent and 0.5°C 
for a 24-hour period, and the uniformity is within 0.7 percent 
and 0.1oC, respectively. 

Test Section. The rectangular test section is 0.15 m wide, 
2.4 m long, and 0.92 m high with an aspect ratio of 6. The 
large aspect ratio reduces edge effects and ensures the two 
dimensionality of the boundary layer flow. One of the test 
section walls served as the test wall. The heat patch inside 
the test wall was constructed of a serpentine heater foil 
sandwiched between glass cloth and silicon rubber sheets. A 
1.56 mm thick aluminum sheet was vulcanized to the front 
surface of the heater pad to ensure uniformity of the heat 
flux. A 1.56 mm polycarbonate sheet was placed on the 
aluminum surface to provide a smooth test surface on which 
the air flows and measurements were taken. The surface 
temperature was measured by 184 3 mil E-type thermocou
ples, which were embedded strategically inside the test wall 
to capture the spanwise variation of wall heat transfer in a 
transitional boundary layer. Fourteen measuring holes were 
drilled along the outer observation wall centerline in the test 
section and measurements were obtained by traversing the 
probe through these holes into the test section. Boundary 
layer suction was applied at the leading edge of the test 
section so that a near zero thickness boundary layer can be 
achieved at the leading edge. The detailed construction con
sideration and description of the heated test wall are con
tained in Wang et al. (1992) and Zhou (1993). 

Turbulence Generating Grids. The background FSTI of 
this wind tunnel was about 0.5 percent. The higher turbu
lence levels required for this study were generated by insert
ing various turbulence generating grids into the wind tunnel. 
The turbulence generating grids consisted of biplane rectan
gular bar arrays with approximately a 69 percent open area 
(Fig 1). The grids were designed based on the recommenda
tion of Baines and Peterson (1951) to produce test section 
turbulence levels ranging from approximately 3 to 7 percent. 
Grid-generated turbulence decays with distance from the 
grid. The decaying rate becomes smaller when the distance 
from the grid increases. In order to generate homogeneous 
and slowly decaying turbulence, the turbulence generating 
grids were inserted at the entrance to the main tunnel 
contraction instead of placing them at the inlet of the test 
section. The grids are referred to as grids 1, 2, and 3, 
corresponding to mesh widths, M, of 19.05, 24.13, and 33.02 
cm, respectively. The test case with only background turbu
lence (no grid) served as the baseline case. 

Instrumentation and Data Reduction. A three-wire sen
sor was specifically designed to measure the instantaneous 
longitudinal velocity, cross-stream velocity, and temperature 
simultaneously. The development and qualification of this 
three-wire sensor was described by Shome (1991) and Wang 
et al. (1992). Basically, an "A"'array, consisting of gold-plated 
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J22L J t l 
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Number 

b 
(cm) 

M 
(cm) 

t 
(cm) 

%Open 
Aiea 

1 3.81 19.05 0.32 69 

2 5.08 24.13 0.32 69 

3 7.62 33.02 0.32 69 

Fig. 1 Grid configuration 

tungsten wires 1.0 mm long and 2.5 fim in diameter, is used 
for velocity measurement. The sensing length is 0.5 mm, and 
is etched in the center. The spacing between the "X" array is 
0.35 mm. The temperature sensor is a 0.35 mm long (with a 
sensing length of 0.35 mm) and a 1.2 /im diameter unplated 
platinum wire placed in a plane parallel to the plane of the 
crossed wires and spaced 0.35 mm from the "X" array. To 
allow for near-wall measurement and to reduce probe inter
ference, the probe support was bent at an angle of 10 deg 
from the wire axis. However, the x wires are still perpendicu
lar to each other. 

Two x wires were operated at an overheat ratio of about 
1.2 (hot wires) in the constant temperature mode. The 1.2 
/Am platinum wire was operated at a very low current of 0.1 
mA (cold wire) in the constant current mode. In order to 
have a sufficiently extended length of transition for detailed 
measurements on the test wall, extremely low speed flows 
were provided for elevated FSTI cases. The unsteadiness, 
which commonly occurs in low speed operations, was over
come by a combined use of the inlet fan damper and the 
frequency controller. The typical overheat ratio of 1.5 for a 
standard 4.5 /xm tungsten wire was found to significantly 
contaminate the cold temperature wire. The temperature 
wire reading had an error of 10°C when the x wires were 
turned "on" compared with that when the x wires were 
turned "off in the near-wall region in a boundary layer with 
the wall temperature 20°C above the free-stream tempera
ture and at the free-stream velocity about 1 m/s. Therefore, 
relatively low overheat ratios for the x wires were required in 
order to minimize the "cross-talk" between the x wires and 
the temperature sensor. However, better velocity sensitivities 
for the x wires required higher overheat ratios. For compro
mise, an overheat ratio of about 1.2 was chosen. The method 
of Chua and Antonia (1990) was used for correcting tempera
ture contamination of the hot wires. Based on this method, 
the hot-wire signals were corrected by using instantaneous 
temperatures instead of instantaneous temperature fluctua
tions. At low free-stream velocities, it was found that if the 
flow direction deviates a very small angle, from ±45 deg to 
the x wires, ajsignificant change of the results of the Reynolds 
shear stress (uu) and the cross-stream Reynolds heat flux (vt) 
would occur. This small flow angle was found by assuming 
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Fig. 2 FSTI distribution in the test section 

that the mean cross-stream velocity (V) is zero in the free 
stream. A typical flow angle_of 3 deg can result in a 50 
percent error in the uu and vt measurements at free-stream 
velocity of 2 m/s. A TSI Model IFA 100 Intelligent Flow 
Analyzer system was used as a coolant temperature ane
mometer. The IFA 100 allows simultaneous operation of up 
to four channels. A DISA M20 temperature bridge was used 
for operating the cold wire in the constant current mode. 
Three TSI Model 157 signal conditioners were used in the 
external mode for low pass filtering of all anemometer sig
nals including that from the DISA M20. An 80386 micropro
cessor based, 20 MHz personal computer was used as the 
data acquisition controller. A MetraByte DAS-20 multifunc
tion high-speed A/D data acquisition board was internally 
installed in the PC. A high-speed data acquisition software 
routine, STREAMER, was used to stream digital input data 
from DAS-20 directly into the hard disk. The sampling rate 
was 2 kHz and the sampling duration was 20 seconds. 

The wall temperature measurements were performed 
through a FLUKE Model 8842A 5 1/2 digital multimeter 
with a built-in A/D converter and a FLUKE 2205A 100-
channel switch controller, which allowed scanning/acquisi
tion of wall thermocouple emf at various switching rates up 
to 5 channels/second. 

Wall Stanton number was calculated from the power sup
plied to the heated test wall and the wall temperature mea
surement. The heat flux was corrected for the radiation loss, 
back, and streamwise conduction loss. The wall temperature 
was corrected for front polycarbonate wall conduction ef
fects, the radiation loss, back and streamwise conduction 
loss, compressibility, recover effect, and relative humidity. 

The detailed instrumentation description is contained in 
Shome (1991) and Wang et al. (1992). 

Results and Discussion 
In this experiment, three different sizes of grid were used 

to produce different free-stream turbulence levels in the test 
section. The case with no grid served as the baseline case. 
The results of the baseline case were reported in a previous 
paper by Wang et al. (1992). The FSTI distributions along 
the streamwise direction in the test section, based on the 
three components of the velocity fluctuation, are shown in 
Fig. 2. For the baseline case and the grid 1 case, as shown in 
this figure, the FSTI remains almost constant through the 
test section. For the grid 2 and grid 3 cases, the FSTI 
increases at first, to station 4, and then starts to decay. The 
ratios of if/u' and w'/u' in the freestream, as shown in Fig. 3, 
are not isotropic for the baseline and grid 2 cases, but they 
are near isotropic for the grid 1 and 3 cases. The three 
components of the velocity fluctuation and their length scales 
in the free stream were documented in detail by Zhou (1993). 

The spectral distributions of u' in the free stream for all 
three elevated FSTI cases are similar. One representative 
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case of grid 2 is shown in Fig. 4. The one-dimensional 
spectrum Ex(f) is normalized by the w'2, the integral length 
scale Ap and the free-stream velocity U„. The frequency / is 
normalized by A^ and UK. Also shown in this figure is 
Taylor's one-dimensional energy spectrum (Hinze, 1975). The 
spectral distribution Ex(f) follows Taylor's one-dimensional 
energy spectrum in the low-frequency range and deviates 
from it in the high-frequency range. In the high-frequency 
range, the spectrum Ex(f) has a distinctive slope of - 4. This 
is consistent with the typical spectrum of grid generated 
turbulence (Kistler and Vrebalorich, 1966). 

Heat Transfer. Three sets of Stanton number data were 
taken for each case in each 22-hour run. The first set was 
obtained after a 12-hour stabilization period followed by two 
sets obtained at 17 hours and 22 hours, respectively. Between 
these measurements of wall temperatures, boundary layer 
measurements were conducted. The maximum variation in 
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Stanton numbers during a 10-hour period was approximately 
± 3 percent. An uncertainty analysis of the Stanton number 
measurement, following the procedure documented by Wang 
and Simon (1989), was conducted. The uncertainty was ± 3 
percent in the laminar and turbulent regions and + 5 percent 
in the transitional region. The centerline Stanton number 
distributions for the four cases are shown in Fig. 5. The 
unheated starting length effects for the laminar correlation 
has been included. It should be noted that the laminar 
correlation with unheated starting length appears different 
for different free-stream velocities when plotted in Fig. 5. To 
maintain clarity, it is plotted only for the baseline and the 
grid 2 cases. In the laminar portion, the Stanton number 
distributions follow the laminar correlation for the elevated 
FSTI cases. The onset of transition is defined as the location 
where the Stanton number reaches a minimum and starts to 
deviate from the laminar correlation, and the end of transi
tion is defined as the location where the Stanton number 
merges with the turbulent correlation. As expected, higher 
FSTI leads to an earlier onset and an earlier end of transi
tion. The effect of elevated FSTI on the heat transfer is 
negligible in the laminar region; however, in the turbulent 
region, the heat transfer is increased as can be seen from 
Fig. 5. 

Skin Friction. The skin friction coefficients in the lami
nar region and transitional region were determined by ex
trapolating the linear correlation to the wall. The Clauser 
technique was employed for determining the skin friction 
coefficients in the turbulent region by best fitting the data 
points to the logarithmic law-of-the-wall profile. The devel
opment of the skin friction coefficients, shown in Fig. 6, is 
similar to that of the Stanton number (Fig. 5). The effect of 
the elevated FSTI on the skin friction in the laminar region is 
negligible. The effect in the turbulent region is not conclusive 

due to limited data points and the typical overshooting be
havior of Cf in the early turbulent flow region. 

Transition Start and Turbulent Spot Formation Rate. In 
the present study, the onset and end of transition were 
primarily judged by the Stanton number and cross checked 
with the skin friction distributions and the evolution of the 
mean velocity and temperature profiles. The corresponding 
values of x, Rex, R e s , , and Ree at onset and at the end of 
transition for each case are listed in Table 1. The results 
indicate that elevated FSTI affects an early onset of transi
tion and reduced extent of transition length based on Rex, as 
well as on Re 8 , and Ree . 

The key characteristic in laminar-turbulent transition flow 
is the randomly intermittent laminar-turbulent behavior. The 
fraction of time the flow is turbulent is defined as the 
intermittency. Emmons (1951) presented a statistical theory 
for transition and provided an expression for the intermit
tency. Later, the theory was extended by Dhawan and 
Narasimha (1958) who showed, for time-averaged two-dimen
sional flows, that turbulent spots originate within a narrow 
region on the surface at some distance, x„ from the leading 
edge, and that the turbulent spot production could be repre
sented by a Dirac delta function. Based on this intermittency 
theory, once the location of the transition onset and the 
turbulent spot formation rate are known, the location of the 
end of transition and the intermittency distribution within 
the transition region can be predicted. The present calcula
tion of the turbulent spot formation rate is based on the 
equation, her = 4.6/(Rexe - Re„ ) 2 (Mayle, 1991), in which 
the effect of FSTI is implicitly embedded in the R e ^ and 
Re„ . 

The onset of transition, based on the momentum thickness 
Reynolds number, and the calculated turbulent spot forma
tion rate, ha, are plotted in Fig. 7. Also shown are the 
empirical correlations, Refls = 400 (FSTI)~5/8 and ha = 1.5 
X 10_ n (FSTI)7/4, given by Mayle (1991), which were formu
lated based on flat-wall, nonaccelerated flow data. For the 
elevated FSTI cases, the present data agree with Mayle's 
correlation. For the baseline case, the onset of transition is 
earlier and the calculated h a is larger than that predicted by 
Mayle's correlation. This indicates that some other factors, 
which were not incorporated into Mayle's correlations, influ
ence the transition process in low FSTI environment. For a 
well-controlled experiment of a low-FSTI transitional flow 
study, typical factors that influence the onset of transition are 
related to inherent characteristics of the test facility and the 
uncontrollable disturbances in operating conditions. Some 
possible factors are the initial flow conditions at the leading 
edge, the free-stream integral length scale, floor vibration 
frequency, smoothness and flatness of the test surface, and 
precision of streamwise pressure gradient control. 
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Mean Velocity and Temperature Profiles. Mean velocity 
and temperature profiles are plotted in wall units in Figs. 8 
and 9, respectively. Since their overall evolution during the 
transition process is similar to that of the 2 percent FSTI 
case previously reported by Wang et al. (1987), only three 
profiles of each are shown as representative of the mean 
profile characteristics in the laminar, transitional, and turbu
lent flow region, respectively. In the laminar region, even at 
the elevated values of FSTI, the mean profiles are consistent 
with the laminar flow solution, as in the baseline case. In the 
turbulent region, both the mean velocity and temperature 
profiles preserve the logarithmic "law of the wall" character
istics over a sufficient range of Y+ (from 30 ~ 300), but the 
wake regions are completely depressed beyond Y + = 300 due 
to the high FSTI, which is consistent with the previous results 
of Blair (1983a, b) and Wang et al. (1987). In the transition 
region, the mean profiles deviate from the typical laminar 
and turbulent profiles. No established method has been 
developed to compare them to those of the low-FSTI cases. 
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Streamwise Velocity Fluctuation («'). The normalized 
streamwise evolution of velocity fluctuation, u'/Um is shown 
in Fig. 10 for the grid 2 case. For comparison, three profiles 
of the baseline case, one near the onset of transition (station 
5), one in the transition region with maximum u' (station 7), 
and one in the fully turbulent region (station 12), have also 
been incorporated into Fig. 10. The onset of transition for 
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grid 2, based on Stanton number distribution, is at ReA = 5 
X 104. Therefore, stations 1 and 2 for the grid 2 case are in 
the laminar flow region. Comparison between the stations 1 
and 2 for grid 2 case and station 5 for the baseline case 
indicates that the u' in the laminar flow was significantly 
elevated due to the higher FSTI. This is consistent with the 
results reported by Dyban et al. (1980). It is especially inter
esting to observe that the elevated u'/U„ distribution reaches 
20 percent in the late laminar region (station 2) and remains 
at such high levels throughout the early half of the transition 
region until station 6. It is also to be noted that in the 
transitional flow, the maximum values of u'/U„ at stations 4 
and 5 in the grid 2 case are only slightly higher than the 
maximum value at station 7 for the baseline case. This 
implies that even at elevated FSTI, the maximum Reynolds 
normal stresses due to the bursting activities are limited to 
around w'/£4 = 20 percent. This may also imply that the 
penetration of the turbulence energy from the free stream 
into the boundary layer results in a uniform redistribution of 
turbulence energy across the boundary layer rather than in 
providing more bursting energy. This second implication can 
be further verified by examining the u' distribution in the 
turbulent flow region as shown by the u'/U^ profiles of 
stations 10, 11, and 12 in Fig. 10. This deep penetration of 
elevated free-stream turbulence to near the wall is consistent 
with the results of Wang et al. (1987). This is inconsistent 
with the results reported by Sohn and Reshotko (1991). 

Cross-Stream Velocity Fluctuation (*>'). The evolution of 
v'/U„ for grid 2 case, as shown in Fig. 11, is very different 
from the baseline case in Wang et al. (1992) or other low 
FSTI cases in Kuan and Wang (1990) and Sohn et al. (1991). 
Three representative v'/U^ distribution curves, as mentioned 
in Fig. 10, are superimposed for comparison. It is obvious 
that the effect of elevated FSTI on v' is more predominant in 
the outer boundary layer than in the inner boundary layer. It 
appears that v\ in the boundary layer, is affected by FSTI 
through an energy diffusion process rather than through a 

convective motion, or through a correlation with pressure 
fluctuations (return-to-isotropy). This speculation arises from 
by observing that the magnitude of if in the free stream 
seems to control the if distribution in the outer boundary 
layer since the data points for each curve, for all flow regions, 
indicate a smooth curve, which asymptotically approaches the 
free-stream value of if. A typical near-wall peak of if, which 
appears in the transition region for the baseline case (e.g., at 
station 7), is not observed in the elevated FSTI cases. Appar
ently, the elevated turbulence in the free stream does not 
promote the cross-stream component of the near-wall turbu
lence energy production, which produces large magnitudes of 
energy in the streamwise component. The u'/Ua distribution 
in the turbulent flow region at station 12 for the grid 1 case, 
which has lower FSTI than the grid 2 case, is superimposed 
in Fig. 11. A peak in u' can be clearly seen near y/8 = 0.2. 
The mechanism involved in producing this round peak can be 
very different from the near-wall sharp peak prevailing in the 
low-FSTI cases. However, it is not clear how the near-wall 
production of the (/-component turbulence energy is sup
pressed in the elevated FSTI cases and why the highest if 
value occurs away from the wall. Also shown in this figure 
are the varying values of v'/lh in the free stream along the 
streamwise direction in the test section. The value of v'Jl]m 

which can be read from values beyond y/8 = 1.6 from Fig. 
11, shows a variation from about 4.5 percent at stations 1 and 
2 to 7 percent at stations 3 to 5 and back down to 4.5 percent 
at stations 10 to 12. This trend can also be seen from v'/u' in 
Fig. 3 since u' remains nearly constant along the streamwise 
direction. 

rms Temperature Fluctuation W). The evolution of the 
rms temperature fluctuation for the grid 2 case, t'/{Tw - T„), 
as presented in Fig. 12, is very similar to u', with an elevated 
value across most of the boundary layer except in the outer 
boundary layer (y/8 > 0.8), where the elevated FSTI does 
not enhance t' as would be expected in a nearly isothermal 
region. 
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Reynolds Shear Stress («i>)._The evolution of the normal
ized Reynolds shear stress, — uv/u'2, for the grid 2 case, and 
also the comparison with the baseline case, are shown in Fig. 
13. For the grid 2 case, the normalized Reynolds shear stress 
reaches a maximum value of about 1.9 at stations 4 and 5. 
The peak value in the boundary layer then decreases and the 
peak location moves closer to the wall. This evolution of uu 
indicates that the turbulent shear is not generated near the 
wall as is that for u', but is produced away from the wall, at 
about y/8 = 0.3, and progresses toward the wall to eventually 
affect the wall shear. This progression is similar to that for 
the baseline case. The detailed description was provided by 
Wang et al. (1992). The peak location for the baseline case in 
the turbulent region at station 12 is closer to the wall than 
that for the grid 2 case. The effect of elevated FSTI on uv 
seems smaller than on u' and v'. 

Reynolds Heat Fluxes (ut and vt). The results of - ut 
and ^normalized by wall heat flux, for the grid 2 case are 
presented in Figs. 14 and 15. For the grid 2 case, - ut/ 
\q"w/pCp} reaches its maximum value of almost 10 near 
stations 4 and 5. Then the peak value in the boundary layer 
decreases and the peak location moves closer to the wall. 
The peak value in the turbulent flow region is about 7. For 
the baseline case at station 12, the peak value is only about 2, 
much lower than that for the grid 2 case. The locations of 
these peaks closely correspond to those of the peaks for u' 
(Fig. 10) and /' (Fig. 12). As shown in Figs. 10 and 12, u' and 
t' are much higher in the laminar and turbulent regions for 
the grid 2 case than for the baseline case, but are about the 
same in the transition region as in the baseline case. The 
lower value of - ut/ {q"w/pCp} in the transition region for 
the grid 2 case compared to that in the baseline case is 
unexpected. This is then identified as the low Reynolds 
number effect. 

As shown in Fig. 15 for the grid 2 case, the normalized 
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cross-stream Reynolds heat flux, ut/{q'^,/pCp}, reaches its 
maximum value of about 0.9 at stations 6 and 7 in the 
transition region. This is later than ut, which reaches its 
maximum value at station 4. The peak value of vt/ {q"w/pCp} 
then decreases with the peak value in the turbulent region to 
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about 0.7. The baseline case at station 7 is also shown in Fig. 
15 for comparison. Negative ut occurs in the_inner boundary 
layer for the baseline case but no negative ut is observed in 
the elevated FSTI cases. The possible explanations of this 
negative value were discussed by Wang et al. (1992). The 
spatial resolution of the probe is of special concern near the 
wall because of the decreasing eddy size as the wall is 
approached and the thin boundary layer in the baseline case. 
For the higher FSTI cases, the free-stream velocity (~ 2 m/s) 
was much lower than that for the baseline case (~ 12 m/s), 
so that the boundary layer was muchjhicker. In the turbulent 
boundary layer the magnitude of ut is elevated across the 
entire boundary layer for the grid 2 case, as compared to the 
baseline case at station 12 in Fig. 15. 

Eddy Diffusivities and Turbulent Prandtl Number. The 
eddy viscosity, eM, and the turbulent thermal diffusivity, eH, 
normalized by their molecular counterparts at three stations 
for the grid 2 case, are shown in Fig. 16. The results for the 
baseline case at station 12 are also shown for comparison. 
For the grid 2 case, at station 1, where the flow behaves as 
laminar, the turbulent transport is low compared with the 
molecular transport, as expected, whereas for transitional 
flow (station 5) and turbulent flow (station 12), the turbulent 
transport is much higher than the molecular transport except 
in the very near-wall region. For the baseline case, eM/v 
shows a peak near y/8 = 0.3 ~ 0.4 and gradually decreases 
in the outer boundary layer. eH/a shows a similar behavior 
except that the peak is not so obvious. For the grid 2 case, 
which is very different from the baseline case, a peak of eM/v 
appears near y/8 = 0.7 at station 5 in the transitional flow 
region and y/8 = 0.55 at station 12 in the turbulent flow 
region. eH/a is similar to eM/v in the turbulent flow region; 
however, in the transitional flow region, the maximum value 
of eH/a occurs in the outer boundary layer (y/8 ~ 0.85). 

The turbulent Prandtl number, Pr,, the ratio of the eddy 
viscosity over the turbulent thermal diffusivity, is shown in 
Fig. 17 for the grid 2 case. The data points are scattered in 
the early transition region (stations 4 to 6) but stabilized in 
the turbulent region (stations 10 to 12). In the region be
tween y/8 = 0.2 to 0.8, the Pr, values are close to 1.2 to 1.6, 
which are higher than 0.9, a value commonly applied to fully 
turbulent flow for low FSTI cases. In the near-wall region 
(y/5 < 0.2), Pr, values are larger than 2. The validity of these 
values needs further verification due to the limits in spatial 
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resolution in the near-wall region. However, values of Pr( in 
the region of y/8 > 0.2 are believable. Based on these re
sults, the higher turbulent Prandtl number (1.2 ~ 1.6) in the 
transitional and low-Reynolds-number turbulent flow should 
be considered in the modeling of transition. 

The previous discussion is based on the comparison be
tween the results of the baseline case and those of the grid 2 
case. The comparisons among the grid 1, grid 2, and grid 3 
cases are shown in Fig. 18. At maximum u' station in the 
transition region (Fig. 18a), the effects of the different grids 
on the u'/U„ and v'/U„ are confined in the outer region of 
the boundary layer (y/8 > 0.4), which are influenced by the 
different FSTI levels. In the fully turbulent region, the peak 
value of u'/lh is slightly elevated due to a higher FSTI level 
(e.g., higher grid number). A peak of u'/U„ in the boundary 
layer is evident for grid 1 case, but is not observed for grids 2 
and 3 cases due tojhejiigher FSTI levels. Since the stream-
wise evolutions of uu, ut, ut, and Pr, for these three grids are 
similar during the transition process, only the comparisons of 
the Pr, distributions are presented. As shown in this figure, 
the Pr, distributions for these three grids are very similar at 
maximum u' station and in the fully turbulent region. 

Conclusion 

Experiments were performed to investigate the effects of 
elevated FSTI (3 ~ 7 percent) on flow and thermal structures 
in heated transitional boundary layers. Wall heat transfer 
measurements indicated that elevated FSTI values result in 
an earlier onset of transition and reduced length of transition 
in terms of Re^., Re6», and Re8. The calculated turbulent 
spot formation rates at elevated FSTI cases agree with Mayle's 
correlation. In the turbulent region, the mean velocity and 
temperature profiles demonstrate the logarithmic "law of the 
wall" characteristics over a sufficient range of Y+ (30 ~ 300). 
The wake regions are completely depressed. 

The w' distribution is significantly elevated across the 
entire boundary layer in the laminar and turbulent regions 
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near-wall peak of if is suppressed and the maximum if value 
occurs away from the walj_in elevated FSTI cases. 

The evolution of the uv distribution at elevated FSTI is 
similar to that at low FSTI. In the transition region, Reynolds 
shear stress is produced not in the near-wall region where 
the vigorous turbulence production of u! occurs but away 
from the wall, at about y/8 = 0.3. This high turbulent shear 
progresses toward the wall and eventually affects the wall 
shear. 

The - ut/ {q'^/pCp} distributions are elevated in the lami
nar and turbulent regions but reduced in the transitional 
region at higher FSTI. This is caused by the low Reynolds 
effect. 

The ut distributions reach maximum vahies in the transi
tion region slowerjhan the evolution of ut. The regions of 
negative values of ut, occurring in the transition region in the 
baseline case, are not observed in the elevated FSTI cases. 

In the near-wall region (y/8 < 0.2), the Pr, values are very 
large (> 2); further verification of these high values is needed. 
In the region of y/8 = 0.2 ~ 0.8, the Pr, values are close to 
1.2 ~ 1.6. These higher Pr, in the transitional and low-Reyn
olds-number turbulent flow should be considered in the 
numerical modeling of transitional boundary layers. 
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Fig. 18 Comparison among different grids 

due to elevated FSTI. The u'/Um distribution reaches 20 
percent in the late laminar region and remains at such high 
levels throughout the early half of the transition region. In 
the transitional region, the maximum Reynolds normal 
stresses of bursting activities are only slightly higher than the 
baseline case but are limited to approximately u'/U^ = 20 
percent. The evolution of the rms temperature fluctuation is 
very similar to u' with elevated values across 80 percent of 
the boundary layer. 

The if distribution in the outer boundary layer is con
trolled by the magnitude of if in the free stream. The typical 
near-wall peak of if, which appears in the transition region 
at low FSTI, is not observed. In the turbulent region, the very 
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Enhanced Heat Transfer and 
Shear Stress Due to High 
Free-Stream Turbulence 
Surface heat transfer and skin friction enhancements, as a result of free-stream 
turbulence levels between 10 percent < Tu < 20 percent, have been measured and 
compared in terms of correlations given throughout the literature. The results indicate 
that for this range of turbulence levels, the skin friction and heat transfer enhance
ments scale best using parameters that are a function of turbulence level and dissipa
tion length scale. However, as turbulence levels approach Tu — 20 percent, the St' 
parameter becomes more applicable and simpler to apply. As indicated by the mea
sured rms velocity profiles, the maximum streamwise rms value in the near-wall 
region, which is needed for St', is the same as that measured in the free stream at 
Tu = 20 percent. Analogous to St', a new parameter, Cfr, was found to scale the 
skin friction data. Independent of all the correlations evaluated, the available data 
show that the heat transfer enhancement is greater than the enhancement of skin 
friction with increasing turbulence levels. At turbulence levels above Tu = 10 percent, 
the free-stream turbulence starts to penetrate the boundary layer and inactive motions 
begin replacing shear-stress producing motions that are associated with the fluid/ 
wall interaction. Although inactive motions do not contribute to the shear stress, 
these motions are still active in removing heat. 

Introduction 
Quantifying high free-stream turbulence effects on surface heat 

transfer and shear stress is important for improving predictions 
of the thermal loading and the aerodynamic losses on gas turbine 
blades, vanes, and endwalls. Although the typical free-stream 
turbulence levels that occur in gas turbines are greater than 20 
percent (Kuotmos and McGuirk, 1989), most of the shear stress 
and heat transfer studies have focused on turbulence levels less 
than 7 percent. The emphasis of this paper is twofold. First, a 
comparison will be made between parameters that correlate the 
surface heat transfer and surface shear stress enhancements due 
to a turbulent free stream with levels between 10 percent < Tu 
< 20 percent. Second, a comparison will be made between the 
enhancements of skin friction relative to heat transfer. 

Although free-stream turbulence studies date back to Kestin 
(1961), most of these studies have used free-stream turbulence 
levels generated with grids that are limited to 7 percent or less. 
There are several correlations that have been developed as a 
result of these lower (relative to the present study) free-stream 
turbulence studies. The most widely used correlation was devel
oped by Hancock and Bradshaw (1983) based on the enhance
ment of skin friction due to grid-generated turbulence. Hancock 
and Bradshaw's correlating parameter, 0, is both a function of 
turbulence level and ratio of dissipation length scale to boundary 
layer thickness and is of the form: 

0 = 
Tu (percent) 

( i ) 

Blair (1983) applied the 0 parameter not only to his measured 
skin friction enhancement, but also to his heat transfer enhance
ment data. Blair reported two significant findings with regards to 
the Hancock and Bradshaw 0 parameter. First, Blair identified a 
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low Reynolds number effect that attenuated the enhancement. 
Later, however, Castro (1984) found that this effect became 
increasingly less significant at higher free-stream turbulence 
levels. Second, Blair found that there were larger increases in 
the enhancement of heat transfer relative to skin friction as the 
free-stream turbulence levels increased. 

Just recently, there have been studies done at free-stream 
turbulence levels above 7 percent, which have extended the 
range of the (3 parameter and have suggested other correlating 
parameters. This work includes that done by MacMullin et al. 
(1989) and researchers from the heat transfer group at Stanford 
University including Maciejewski and Moffat (1989, 1992a, 
b) , Ames and Moffat (1990), and Sahm and Moffat (1992). 

MacMullin et al. (1989) used a wall jet with turbulence 
levels ranging as high as 20 percent, but with a characteristically 
different velocity field than that of a boundary layer with a 
uniform mean field. When plotted in terms of the Hancock and 
Bradshaw (3 parameter, they found a large scatter in their data. 
For example at 0 = 3.25, St/St0|Re» ranged from 1.48 to 1.8. 
Maciejewski and Moffat (1989) also did an unconventional 
boundary layer study in which they used a free jet and were 
able to generate turbulence levels up to 60 percent. They were 
able to achieve up to 0 « 28 and found that there was a contin
ual increase in the surface heat transfer. In contrast to Maciejew
ski and Moffat's results of continued increases in heat transfer, 
Johnson and Johnston's (1989) grid turbulence results showed 
that the shear stress enhancement peaked at 0 » 2.8. 

Maciejewski and Moffat (1989) also proposed a new simpler 
parameter, St', which uses the maximum rms velocity found in 
the near-wall region. Their results in combination with other 
investigations indicated that, independent of flow geometry, St' 
was a function of turbulence level alone. 

Ames and Moffat (1990) studied both skin friction and heat 
transfer enhancement, using a combustor simulator that gener
ated turbulence levels as high as 20 percent. They proposed a 
TLR correlating parameter of the form: 

TLR= j± r (**Y (2) 
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Fig. 1 Schematic of the wind tunnel test section including the turbu
lence generator 

The TLR parameter uses integral quantities, where A = 0 
for shear stress enhancement and A = A2 for heat transfer 
enhancement, rather than boundary layer thicknesses. As 
pointed out by Ames and Moffat, defining the edge of a bound
ary layer with high free-stream turbulence levels is quite diffi
cult. 

Later, Sahm and Moffat (1992) used combinations of jets 
and grids to study the effects of free-stream turbulence levels 
as high as 30 percent on heat transfer and skin friction enhance
ments. Sahm found that both the /3 parameter and the TLR 
parameter were equal in correlating the skin friction and heat 
transfer enhancement. However, Sahm and Moffat point out 
that for their study there was a constant relation between the p 
parameter and the TLR parameter. 

The following sections of this paper discuss the experimental 
facilities used for this study, the experimental flowfield investi
gated, and a comparison of the correlations given in the litera
ture. There is also a comparison between the shear stress en
hancement and heat transfer enhancement due to high free-
stream turbulence. 

Facility and Instrumentation 
Experiments were conducted in a boundary layer wind tunnel 

located in the Turbulence and Turbine Cooling Research Labo
ratory at the University of Texas at Austin. The closed-loop 
tunnel was driven by a 5-hp fan. Located downstream of the fan 
were heat exchangers, which maintained a constant mainstream 
temperature, and a series of fine mesh screens, which condi
tioned the flow. Downstream of the screens and 9:1 tunnel 
contraction was the test section, which was 244 cm long, 61 
cm wide, and 15.2 cm high. The test section, shown schemati
cally in Fig. 1, contained the turbulence generator, a suction 

slot that removed any upstream boundary layer, an unheated 
leading edge plate, and the constant heat flux test plate. 

The initial 60 cm of the test section was occupied by a turbu
lence generator specifically developed for this study (Thole et 
al., 1994). High free-stream turbulence levels were produced 
by high-velocity, normal jets injected into the mainstream cross-
flow. On both the floor and roof of the wind tunnel were a row 
of opposing jets. Flow for the normal jets was driven by a 7.5-
hp fan in a secondary flow loop. The flow was provided by 
diverting 20 percent of the flow from upstream of the main 
wind tunnel fan. 

Downstream of the turbulence generator was the constant 
heat flux test plate. The plate consisted of a serpentine, monel 
heating element sandwiched between two thin Kapton films. 
The length and width of the test plate were 136 cm and 61 
cm. The heater plate was bonded to a 12.7-mm-thick fiberglass 
composite (G-10). Below the plate were several layers of insu
lation, which minimized the conduction losses to less than 1 
percent. The heat transfer data were corrected for radiation 
losses, which were between 15-20 percent of the total input 
power. 

The measurements made for this study included surface tem
peratures, mean and rms velocity profiles, and turbulent integral 
length scales. Surface temperatures were measured using ther
mocouple strips previously used and reported by Sinha et al. 
(1990). The junction for these thin, Type E, thermocouples 
was 76 /zm thick, or less thany+ = 2. The uncertainty in Stanton 
numbers for the highly turbulent flow field was calculated to 
be ±5.5 percent at the start of the heat flux plate and ±4.1 
percent at the end of the heat flux plate. A maximum deviation 
of 2.6 percent occurred between computed Stanton numbers 
using the boundary layer code TEXSTAN and measured Stan
ton numbers for the benchmark case. 

The mean and rms velocities were measured using a Thermal 
Systems Inc., two-component laser-Doppler velocimeter (LDV) 
system with counterprocessors. The measured velocities were 
corrected for velocity bias errors using residence time 
weighting. The total uncertainty, including both precision and 
bias, for the mean velocity measurements in the case of the 
highly turbulent flow field was ±2.3 percent in the free stream 
and ±3.5 percent in the near-wall region. The total uncertainty 
for the fluctuating velocities in the case of the highly turbulent 
flow field was found to be ±2.5 percent in the free stream and 
±3.7 percent near the wall. The uncertainty for the skin friction 
coefficient, which was due to the uncertainty in calculating the 
friction velocity, was ±3.6 percent. A maximum deviation of 
3.6 percent occurred between calculated skin friction coeffi
cients using correlations given by Kays and Crawford (1980) 
and coefficients obtained using a Clauser fit. 

A hot-wire anemometer system measured the velocity fluc
tuations used to obtain integral time scales. The integral length 

N o m e n c l a t u r e 

Cf = friction coefficient 
Cf' = friction coefficient based on 

Wmax 

Cf0 = friction coefficient for a boundary 
layer with no free-stream turbu
lence 

D = turbulence generator jet hole di
ameter 

LI = dissipation length scale [ ( M ' 2 ) 3 / 2 / 
U^du^ldx) 

ReA2 = enthalpy thickness Reynolds 
number 

Re9 = momentum thickness Reynolds 
number 

St = Stanton number 

St0 = Stanton number for a boundary 
layer with no free-stream turbu
lence 

St' = Stanton number based on u^ 
TLR = turbulence scaling parameter (see 

Eq. (2)) 
Tu = streamwise turbulence intensity 

= u'/U„ 
u' = rms velocity in streamwise direc

tion 
ur = wall friction velocity 
U - mean local velocity in streamwise 

direction 
Uv — free-stream velocity in stream-

wise direction 

x = streamwise distance measured 
from the turbulence generator jets 

y+ = nondimensional vertical distance 
= y uTlv 

a = low-Re^ function 
(3 = turbulence scaling parameter (see 

Eq. (1)) 
A = boundary layer integral thickness 

A2 = enthalpy thickness 
6 = velocity boundary layer thickness 

<5,h = thermal boundary layer thickness 
Ax = integral turbulent length scale 
9 = momentum thickness 

t̂otai = total wall shear stress 
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Fig. 2 Comparison of flow field characteristics for several studies in 
terms of the dissipation length scale and (a) boundary layer thickness 
ratios and (b) integral thickness ratios 

scales were calculated using the measured time scales deduced 
from the autocorrelation, the local mean velocity, and invoking 
Taylor's hypothesis. 

In this study, the velocity and thermal boundary layer thick
nesses were nominally the same thickness. The boundary layer 
growth with the decaying free-stream turbulence was severely 
attenuated and the boundary layer had essentially a constant 
thickness of nominally 699 = 20 mm along a streamwise distance 
of 60 cm. Attenuation of the boundary layer growth was also 
observed by Ames and Moffat (1990) and Sahm and Moffat 
(1992). Note that as the turbulence decays there is a loss of 
streamwise momentum flux, which causes an increase in pres
sure in the free stream, which may cause the growth attenuation. 

In two independent grid-generated free-stream turbulence 
studies, both Blair (1983) and Simonich and Bradshaw (1978) 
indicated that there was a fixed value for the ratio of dissipation 
to integral length scales. However, they reported two different 
values with Blair having a ratio of LeJAx = 1.5, and Simonich 
and Bradshaw having a ratio of LeJAx = 1.1. For the study 
described here, the dissipation and integral length scales were 
also very similar, having a dissipation to integral length scale 
ratio ranging between 1.1 < UJ kx < 1.4 over the region of 
interest. Data given by Ames and Moffat (1990), however, 
showed that this ratio varied from 1.6 < LCJAX < 2.6, while 
data given by Sahm and Moffat (1992) varied from 1.8 < 
UJ kx < 3.6. Assumptions that this ratio is a constant value 
cannot be made, in particular when devices other than grids are 
used. 

Heat Transfer Enhancement 
As described in the introduction, there are three correlations 

available to quantify high free-stream turbulence effects on sur
face heat transfer. These correlations include the Hancock and 
Bradshaw (1983) /? parameter correlation, the Ames and Moffat 
(1990) TLR parameter correlation, and the Maciejewski and 
Moffat (1992a, b) St' correlation. 

Figure 3 shows /? as a correlating parameter for the Stanton 
number enhancement due to high free-stream turbulence levels. 
The Hancock and Bradshaw /? parameter does an adequate job 
in scaling the present data with those of Ames and Moffat 
(1990), but not the data of Sahm and Moffat (1992). Sahm 
and Moffat studied heat transfer in the presence of flat and 
convex walls, but only a limited set of data for the flat wall is 
discussed in this paper. Also shown in Fig. 3 is Blair's (1983) 
modification to the Hancock and Bradshaw correlation, which 
accounted for his larger measured heat transfer enhancements 
relative to skin friction enhancements. 

Turbulent Flow Field 
The operating condition for the normal jet turbulence genera

tor required a jet-to-mainstream velocity ratio of 17 at a main
stream velocity of nominally 8 m/s. The region of interest for 
this study was located 130 jet diameters downstream from the 
jet holes (D = 5.08 mm). This streamwise location corresponds 
to 25 cm downstream of the start of the heat flux plate, which 
was where the unheated starting length effects were negligible. 
At this location the turbulence level was Tu = 20 percent, which 
then decayed to a level of Tu = 9 percent at 300 jet diameters 
downstream from the jet holes. For the specific measurements 
of the streamwise turbulence decay, integral length scales (A,), 
and the dissipation length scales (Uu) for this study, refer to 
Thole and Bogard (1994). The mean and rms velocities were 
relatively uniform in the spanwise direction at ±4 and ±9 per
cent, respectively. 

Figures 2(a) and 2(b) compare the flow field in this study 
to that used by other studies in terms of the turbulence level 
and normalized dissipation length scale. In comparison to the 
Hancock and Bradshaw grid-generated studies, the other studies 
shown in Figs. 2(a) and 2(b) have much higher turbulence 
levels. Taking into account all the data, the length scale ratios 
span two orders of magnitude. 
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Fig. 3 Comparison of present data in terms of the Hancock and Brad
shaw correlation (1983) 
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Fig. 4 Comparison of present data in terms of the Ames and Moffat 
(1990) correlation 

Figure 4 compares the data in terms of the Ames and Moffat 
(1990) TLR parameter. The TLR parameter does a better job 
in scaling all three data sets. As was pointed out earlier, the 
boundary layer thickness is difficult to quantify in high free-
stream turbulence studies and, hence, a better collapse using 
the TLR parameter may be due to using integral quantities. 

The data plotted in terms of the Maciejewski and Moffat 
(1992b) St' parameter are shown in Fig. 5. Included in Fig. 5 
are data from Sahm and Moffat (1992) analyzed using two 
different u'mm values. The Stanford University data given in 
Fig. 5 were obtained from the appendices of the corresponding 
reports. However, the u'mm/uT values given in the Sahm and 
Moffat appendix were somewhat lower than those peak values 
typically found in the near-wall region. Hence, the Sahm and 
Moffat St' values for Tu < 20 percent were scaled, using 
«max/«r - 2.8. Again, the data represented in Fig. 5 do not 
include all of the Sahm and Moffat data, some of which show 
St' values below the correlation. The Sahm and Moffat data 
that are represented here may include some unheated starting 
length effects. Sahm and Moffat have extensive data in both 
the pre- and post-curved regions, but a full discussion of this 
data is beyond the scope of this paper. Although there is some 
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Fig. 5 Comparison of present data in terms of the Maciejewski and 
Moffat (1992b) correlation 

Fig. 6 Reynolds number effect on St' compared with correlations 

scatter in Fig. 5, the collapse is relatively good. However, the 
data do not indicate the 46 percent increase in St' at a turbulence 
level of Tu = 11 percent as given by the correlation. 

Figure 6 shows the dependence of St' on the enthalpy thick
ness Reynolds number. The calculated St' distribution with 
ReA2 was based on turbulent boundary layer correlations given 
by Kays and Crawford (1980) and u'maxluT = 2.8. The calcu
lated St' curve involved several steps with each step involving 
a turbulent boundary layer correlation. First, shear stresses were 
calculated based on Re#. Second, Res was converted to Re*. 
Third, Stanton numbers were calculated based on Re^. Finally, 
using these Stanton numbers and an additional correlation, ReA2 

was calculated. 
All of our data as well as most of Ames and Moffat's (1990) 

fall within the uncertainty of the values calculated from the 
correlations, indicating a slight Reynolds number dependence. 
The Sahm and Moffat (1992) data are slightly higher while 
Maciejewski and Moffat's (1989) data are slightly lower than 
those predicted by the correlation. For the Maciejewski and 
Moffat data, the turbulence levels were quite high (Tu > 30 
percent) and, hence, may have a stronger effect than the Reyn
olds number. 

One of the difficulties in applying the St' correlation is that 
in order to determine the heat transfer coefficient, one must 
know beforehand what the »!„, value is. The u'm!ix used in this 
correlation is the value found in the near-wall region (y + < 
30). However, if the turbulence levels are high enough, u'm^ 
occurring in the near-wall region is the same rms velocity that 
occurs in the free stream. In this study, turbulence levels were 
measured throughout the boundary layer for free-stream turbu
lence levels ranging between 1 percent < Tu < 20 percent. 
Figures 7(a) and 1(b) show the streamwise and vertical rms 
distributions for this range of turbulence levels. The data of 
Johnson and Johnston's (1989) grid turbulence study is also 
shown in Figs. 1(a) and 1(b). As seen in Fig. 7(a) , the stream-
wise rms velocity distributions for free-stream turbulence levels 
below Tu = 15 percent show that the free-stream rms velocity 
is smaller than the u'mRX that occurs inside the boundary layer. 
However, for the Tu = 20 percent case, the free-stream turbu
lence has penetrated very close to the wall such that the maxi
mum streamwise rms value is the same as that of the free-
stream level. 

The vertical rms velocity distribution shown in Fig. 1(b) is 
significantly different from the streamwise rms velocity distri
bution. The velocity distributions indicate that while the stream-
wise fluctuations have a relatively flat profile throughout the 
boundary layer, the vertical fluctuations become attenuated to-
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Fig. 7 Streamwise and vertical rms velocity profiles for several free-
stream turbulence levels plotted in terms of inner variables 

ward the wall. Large-scale eddies from the turbulent free stream 
have penetrated into the boundary layer, but only the vertical 
fluctuations of the large-scale eddies are restricted by the wall, 
which causes the attenuation through the boundary layer. 

Karman constant of K = 0.41 and C = 5.0 were used in the 
log-law equation. Results from these measurements indicate a 
normalized total stress of nominally rtotai/r„loglaw = 1 for all 
free-stream turbulence levels, confirming the accuracy of the 
log-law fit in determining the wall shear stress. The pressure 
gradient, expected due to the decaying free-stream turbulence, 
was estimated to have less than a 1 percent effect on the total 
stress in the near wall region. 

Figures 9(a) and 9(b) show the skin friction enhancement 
in terms of the Hancock and Bradshaw (1983) /? parameter. 
Figure 9(b) shows the data with the low Reynolds number 
correction given by Blair (1983). Although the data fall closer 
to the correlation with the low Reynolds number correction, 
there is more scatter in the data when the low Reynolds number 
correction is made. 

The Hancock and Bradshaw correlation (1983) was obtained 
from their grid-generated study and has been found by other 
investigators, such as Blair (1983), to be in agreement with 
their own data. Except for the Johnson and Johnston (1989) 
and Riid (1985) data, all the other data shown in Figs. 9(a) 
and 9(b) were obtained from very high free-stream turbulence 
tests (using devices other than grids). A large portion of these 
data falls below the Hancock and Bradshaw correlation even 
with the low Reynolds number correction (Fig. 9b). The data 
in Figs. 9 (a) and 9(b) indicate that there is a leveling off of the 
skin friction enhancement. This is contrary to the heat transfer 
enhancement, which was shown in Fig. 3. 

Figure 10 shows the skin friction enhancement in terms of 
Ames and Moffat's TLR parameter. Again it is evident that the 
shear stress enhancement for the higher turbulent studies falls 
below that of Hancock and Bradshaw's grid-generated turbu
lence study. In using the TLR parameter for the skin friction 
enhancement, there is a larger scatter as compared with the (5 
parameter. 

Analogous to St', which was used to scale the heat transfer 
coefficient, a new parameter, Cf, was found to scale the wall 
shear stress. Similarly, Cf' uses the maximum rms streamwise 
velocity as the velocity scale and, hence, results in Cf = 2 
(urlu'mm)2. As was shown in Fig. 1(a), the peak rms levels 
start to increase for free-stream turbulence levels greater than 
12.5 percent, which accordingly results in a decrease of Cf. 
Figure 11 shows Cf' as a function of turbulence level for both 
the present data set as well as that of other investigators pro
vided that the profiles were measured close enough to the wall 
to obtain the peak values. No length scale or Reynolds number 
effects on Cf were detected. Unlike St', which remains con-

Skin Friction Enhancement 
Similar to the heat transfer enhancement, the same correla

tions can be applied to scale the skin friction enhancement. The 
skin friction coefficient for the highly turbulent flow field was 
obtained using a Clauser fit to the log-law, similar to previous 
studies. These previous studies, including both grid-generated 
turbulence studies and the higher free-stream turbulence studies, 
have shown that increased free-stream turbulence levels cause 
fuller mean velocity profiles with sharply decreased wake 
strengths (Blair, 1983; Ames and Moffat, 1990; Thole, 1992; 
Sahm and Moffat, 1992). 

In doing a Clauser fit, the data are forced to fall onto the log-
law. To evaluate the accuracy of the wall shear stress using the 
Clauser fit, comparisons were made between the Clauser fit 
values for T. 

1.5 

wjoglaw and measurements of the total stress, viscous 
plus Reynolds shear stress, near the wall. The total shear stress 
data were normalized using the shear velocity, T„,iogiaw, deter
mined from a Clauser fit to the log-law, and are shown in Fig. 
8. The Clauser fit was done in the log-law region of the mean 
velocity profile between y+ = 30 and y/699 — 0.2. The von 
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stant at all turbulence levels, Cf' starts to decrease above Tu 
= 12.5 percent. 

Comparison of Heat Transfer and Skin Friction En
hancement 

Enhancements of skin friction and surface heat transfer due 
to high free-stream turbulence have been presented in the last 
two sections. Figure 12 shows a comparison of the skin friction 
and heat transfer enhancements in terms of the f3 parameter. A 
consistent result for all the data is a similar enhancement for 
skin friction and surface heat transfer at smaller f3 values, but 
a significantly larger heat transfer enhancement at larger /? val
ues. The disparity between enhancement of skin friction and 
heat transfer occurs because the enhancement of heat transfer 
increases steadily with increasing /3, but the skin friction en
hancement peaks at ft ** 3 and decreases at larger f3 values. 

At free-stream turbulence levels below 10 percent, there is 
an enhancement of skin friction due to the increase in boundary 
layer entrainment. At free-stream turbulence levels above 10 
percent, the outer turbulence penetrates into the boundary layer, 
replacing shear-producing motions associated with the fluid/ 
wall interaction with turbulent free-stream motions. These non-
shear-stress-producing motions are called inactive motions. 

The theory on inactive motions was first hypothesized by 
Townsend (1961) and later investigated by Bradshaw (1967). 
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Fig. 10 Comparison of present data with the Ames and Moffat (1990) 
correlation 

Inactive motions are large-scale eddies, typically in the outer 
part of the boundary layer. Active motions are responsible for 
the shear stress production and are smaller in scale. 

The rms velocity profiles shown in Figs. 1(a) and 1(b) indi
cate the penetration of these large-scale motions from the free 
stream into the boundary layer. These inactive motions from 
the free stream carry a large streamwise fluctuating component 
while the vertical fluctuating component is attenuated due to 
the wall. Velocity spectra and length scales, reported for this 
same study by Thole and Bogard (1995) , have also indicated 
the presence of these large-scale motions throughout the bound
ary layer with high free-stream turbulence levels. 

In evaluating the correlations for heat transfer enhancement, 
S t ' is particularly good at very high free-stream turbulence 
levels. A question arises as to why, at the higher turbulence 
levels, S t ' shows no effect of length scale or Reynolds number. 
The reason that these effects are not apparent is because at 
these high turbulence levels (Tu > 20 percent) , the large-scale 
motions from the free stream penetrate into the boundary layer 
with large streamwise fluctuating components. Although these 
motions are not active in producing shear stress (as shown by 
the decrease in Cf with increasing turbulence levels), these 
motions are still thermally active. 
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Fig. 12 Comparison of heat transfer and skin friction enhancement 

Conclusions 
The previous sections have compared the /3, TLR, St', and 

Cf' correlations for a wide range of turbulent flow field charac
teristics from several independent studies. Free-stream turbu
lence levels ranged from 1 percent < Tu < 28 percent, while 
the dissipation length scale to boundary layer thickness ratio 
ranged over two orders of magnitude. The results of this study 
show that the TLR parameter is slightly more successful in 
scaling the heat transfer enhancement and the /? parameter is 
slightly more successful at scaling the skin friction enhance
ment. 

The simpler St' correlation is particularly good at very high 
free-stream turbulence levels (Tu > 20 percent) for two rea
sons. First, at Tu = 20 percent the peak streamwise rms velocity 
in the near-wall region is the same as the free-stream rms veloc
ity, which makes the correlation relatively easy to apply. Sec
ond, at high turbulence levels there do not appear to be any 
Reynolds number or length scale effects. At Tu < 20 percent, 
there is more scatter in the St' data, which is in part due to a 
Reynolds number effect. 

A new parameter, Cf, was introduced to scale the skin 
friction. Cf' is inversely proportional to the square of u'mmluT. 
Cf remains constant until Tu = 12 percent and then begins 
to decrease as free-stream turbulence levels increase. 

All the data presented here indicate higher heat transfer en
hancements relative to skin friction enhancements independent 
of the correlation used. The skin friction enhancement does not 
continue to increase at high turbulence levels because large-
scale turbulent eddies from the free stream penetrate into the 
boundary layer. These large eddies, which are non-stress-pro
ducing and are also known as inactive motions, replace what 
would typically be smaller-scale stress-producing motions. 
These same large-scale eddies are, however, effective in remov
ing heat and, hence, thermally active. This is particularly evident 
in comparing St' and Cf. St' remains constant as free-stream 
turbulence levels continue to increase because the large-scale 
motions present from the free stream are continuing to remove 

heat. Hence, at high turbulence levels the heat transfer coeffi
cient scales with the maximum streamwise rms level. Alterna
tively, Cf' decreases as free-stream turbulence levels increase 
because inactive motions penetrate into the boundary layer from 
the free stream and do not contribute to the wall shear stress. 
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Heat Transfer Measurements 
in an Annular Cascade of 
Transonic Gas Turbine Blades 
Using the Transient Liquid 
Crystal Technique 
Heat transfer measurements have been made in the Oxford University Cold Heat 
Transfer Tunnel employing the transient liquid crystal technique. Complete contours 
of the heat transfer coefficient have been obtained on the aerofoil surfaces of a large 
annular cascade of high-pressure nozzle guide vanes (mean blade diameter of 1.11 
m and axial chord of 0.0664 m). The measurements are made at engine representative 
Mach and Reynolds numbers (exit Mach number 0.96 and Reynolds number 2.0 X 
106). A novel mechanism is used to isolate five preheated blades in the annulus 
before an unheated flow of air passes over the vanes, creating a step change in heat 
transfer. The surfaces of interest are coated with narrow-band thermochromic liquid 
crystals and the color crystal change is recorded during the run with a miniature 
CCD video camera. The heat transfer coefficient is obtained by solving the one-
dimensional heat transfer equation for all the points of interest. This paper will 
describe the experimental technique and present results of heat transfer and flow 
visualization. 

1 Introduction 
The Oxford University Engineering Laboratory Blowdown 

Tunnel [1] has been successfully researching large-chord linear 
cascades at engine representative Mach and Reynolds numbers 
since 1978 [2] . The tunnel is a transient facility, enabling test
ing to be undertaken at low cost compared to the equivalent 
continuous running installations [3], 

The Blowdown Tunnel has been substantially modified to 
test a large annular cascade of high-pressure nozzle guide vanes 
(NGVs) with a mean blade diameter of 1.11 m and an axial 
chord of 0.0664 m [4]. The annular geometry models the three-
dimensional aspects of the flow through aeroengine blade rows. 
The vane geometry (1.4 times larger than engine scale) is given 
in Table 1. The correct radial pressure gradient is established 
and secondary flows can be studied in detail. The size of the 
facility is only matched by low-speed or short-duration tunnels 
and the test duration of the facility (about 7 seconds for engine 
design conditions) enables transient measurement techniques to 
be employed. The tunnel allows an independent variation of 
Reynolds number and Mach number, or equivalently the up
stream and downstream pressures can be independently and 
continuously varied. 

One of the main penalties in carrying out heat transfer tests 
within turbine passages is the requirement to heat the working 
fluid. In the facility used here this is avoided by preheating or 
precooling the surfaces under investigation. Once the required 
surface temperature is achieved, an unheated stream of air is 
passed over the NGVs and the heat transfer coefficient is mea-

1 Present address: Lecturer in Turbomachinery, Department of Mechanical En
gineering, Imperial College of Science, Technology, and Medicine, London SW7 
2BX United Kingdom. 

Contributed by the International Gas Turbine Institute and presented at the 39th 
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The Netherlands, June 13-16, 1994. Manuscript received by the International 
Gas Turbine Institute February 19, 1994. Paper No. 94-GT-172. Associate Techni
cal Editor: E. M. Greitzer. 

sured by recording the changing blade surface temperature. This 
technique gives the name to the tunnel and represents a principal 
feature in the new facility. 

The concept of a cold heat transfer tunnel (CHTT) was first 
suggested by Jones [5] , and subsequent testing was performed 
on a small linear cascade [6], This test showed the power of 
this technique to examine the detailed heat transfer distribution 
with particular application to turbine research. 

Although the work described in this paper involves only 
solid blades, the primary aim of the CHTT is to test heavily 
film cooled blading under engine representative conditions. 
The research performed on solid blades is aimed at obtaining 
heat transfer and aerodynamic data for comparison with com
putational predictions. The aerodynamic studies are being 
performed in parallel with the heat transfer work described 
in this paper [ 7 ] . 

2 Experimental Technique 

In the work reported here the heat transfer levels are obtained 
by employing the transient liquid crystal technique [8 -10 ] , 
which has been well established at Oxford. For completeness, 
the outline of the method and the conditions necessary for the 
analysis are outlined briefly below. The NGV surface tempera-

Table 1 NGV details 

Mid-span axial chord (cax) 0.0664 m 
Mean pitch at exit 0.09718 m 
Span at exit 0.08076 m 
Turning angle 73° 
Throat area 0.08056 m2 

Mean blade diameter 1.113 m 
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ture is measured as it is subjected to a step change in convective 
heating. The NGV is made of a good thermal insulator, is ini
tially at a uniform temperature, and the surface temperature 
is monitored using thermochromic liquid crystals. The surface 
temperature history is then governed by the one-dimensional 
transient conduction equation, 

d2T 1 8T 

dn2 a dt ' 

th the following bom 

* n — "(-"gas 

dnn=Q 

onn=„ 

T(n,0) = rinitia 

Tn=o), 

and 

In these equations T is the temperature, t is time, h is the heat 
transfer coefficient, k is the perspex conductivity, and n is a 
length normal to the surface. The solution to these equations 
for a constant heat transfer coefficient and gas temperature can 
be written as 

1 crystal 

* eas * ini 

= 1 — exp 
pck 

erfc 
hit 
'pck 

Here p and c are the perspex density and heat capacity. This 
technique will be used in a transonic situation. It is therefore 
necessary to use the recovery or adiabatic wall temperature as 
7gas in the equations above. This choice of gas temperature will 
take into account viscous heating through the boundary layer 
and ensure the constancy of the heat transfer coefficient [11]. 
This temperature was obtained assuming a recovery factor (r) 
equal to 0.87 (taken as the Prandtl number raised to the \ 
power), and using the relationship between the local Mach 
number and the adiabatic temperature, viz. 

* gas * « i + A—-M* ( i ) 

In this equation T„ and 1VL are the local temperature and Mach 
number. 

Hence the heat transfer coefficient is defined using Tms -
Tn„0 as the driving temperature [11]. From a knowledge of the 
color change time, the substrate material properties (conductiv
ity, density, and heat capacity) and the temperature boundary 
conditions, the heat transfer coefficient can be found from these 
equations at every point on the NGV surface. 

3 Experimental Apparatus 
A schematic diagram of the CHTT [4] is shown in Fig. 

1. The operation of the tunnel is controlled by pneumatically 
activated ball valves. Air flows from the high-pressure reservoir 
(31 m3 at 3 MPa) into a regulator system from which part of 
the flow enters an ejector [12], The remainder passes into the 
annular test section containing the NGVs, subsequently ex
hausting to atmosphere. An assembly drawing and photograph 
of the CHTT test section are shown in Figs. 2 and 3. Large 
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Fig. 1 Schematic diagram of the CHTT 

levels of turbulence are created using a resistance plate using 
20 mm holes and with an open area of 9 percent. The holes are 
approximately 40 hole diameters upstream of the NGV leading 
edge plane. Turbulence spectra, measured using a hot-wire ane
mometer, are presented in [4] . 

In order to perform transient heat transfer tests, a step change 
in heat transfer is required. In the present study the NGVs are 
preheated before the run by isolating four passages of the 
annulus with a purposely designed shutter mechanism. This 
shutter is removed during the run when steady flow conditions 
have been achieved in the tunnel after the initial startup transient 
(~1.5 s) has ended. 

Figures 4 and 5 show a schematic drawing and photograph 
of the shutter system. Two independently driven shutters are 
used to isolate five blades in the annulus. The upstream shutter 
seals against the leading edge of the two outside blades and 
along the inlet contraction to the NGVs on the inner casing. 
The downstream shutter seals by registering along the inner 
casing behind the blades and touching the trailing edges of 
the two outer blades. These shutters create a sealed volume 
containing the blades of interest. There is a difference between 
the inner and outer casing radii and a spring-loaded step has 
been designed so that the shutter plates are able to preserve the 
curvature of the outer casing when retrieved and seal against 
the inner casing when deployed. The three springs driving the 
upstream and downstream steps are of sufficient stiffness to 
ensure the step restores the inner casing curvature before the 
shutters arrive at the outer casing. 

The shutters are driven by two pistons. The heat transfer 
cassette is placed in the side of the CHTT (see Fig. 3) so that 
the motion of the shutters is horizontal. In order to absorb the 
momentum of the shutters efficiently and without mechanical 
damage, heavy-load oil dampers are coupled with the double-
ended pistons as shown in Fig. 5. The shutter plates move on 
two heavy-duty bearing-rail assemblies capable of withstanding 

N o m e n c l a t u r e 

c = specific heat 
cax — axial chord 

h = heat transfer coefficient 
k = conductivity 

M = Mach number 
Nu = Nusselt number 

n = normal length 
r = recovery factor 

Re = Reynolds number 
t - time 

T = temperature 
p = density 
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Fig. 2 A schematic diagram of the CHTT test section 

the large forces the plates experience during normal operation. 
The shutters experience these large forces when they open dur
ing the run where the pressure difference across them is 1.3 
bars at design engine conditions. To create the necessary step 
change in heat transfer, the piston and shutter assembly was 
designed with the intention of opening in 100 ms. During actual 
operation, with flow through the cascade, a traveling time of 
120 ms was achieved. 

The blades in the cassette have been machined out of perspex. 
This material has good insulating properties that makes it suit
able for use with the liquid crystal technique. It also keeps heat 
losses to a minimum and allows good visual access as it is 
transparent when polished. 

As mentioned above the enclosure is preheated. A system 
that recirculates hot air has been constructed. A high head cen
trifugal fan is used to supply the air, heated by a 3 kW heater, 
which raises the temperature in the enclosure to the required 
level. There are four inlets to the cassette through which the air 

Fig. 3 Photograph of the CHTT test section 
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Spring-loaded atep 

Fig. 4 Assembly drawing of the heat transfer cassette 
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CHTT 10%,SO% and 90% span Mach numbers for Design condition 

Fig. 5 Photograph of the heat transfer cassette 

passes into twelve passages inside the shutter plate. By introduc
ing the hot air into the enclosure in this manner, the shutter 
plates themselves are heated, and this eliminates the possibility 
of disturbing the temperature uniformity of the surfaces by the 
proximity of a cold surface. 

4 Instrumentation 
The positions of die moving shutters are recorded using four 

miniature proximity switches. These yield measurements of the 
times when the two shutters leave the inner casing and arrive 
at the outer casing. Thus the traveling times of the shutters are 
obtained and time markers are available to assess any distur
bances of the flow caused by their motion. 

In order to investigate the initial surface temperature unifor
mity of the blades, twelve thermocouples have been attached 
to the central test blade. Prior to the run the temperature readings 
from these thermocouples are equal within 1°C, indicating a 
uniform initial blade temperature. The initial temperature was 

Table 2 CHTT/engine comparison 

Parameter Engine CHTT 

Inlet total pres 32 bar 2 bar 
Turbine inlet temp 1750-1800 K 290 K 
Blade/gasmoa; temp 0.58 0.8-1,15 

Exit Re No (cax) 2 x l 0 8 2 x l 0 6 

Exit Mach No 0.96 0.96 
Peak Nu No 3500 3500 

Peakh 8400 W m - ' K " 1 1300 W m - ' K " 1 

Mass flow rate 120 kg/s 38 kg/s 

0.2 0.4 0.6 0.8 
x/cax 

Fig. 6 Isentropic Mach number distribution 

typically 60CC. The error in the heat transfer coefficient h pro
duced by this uncertainty was ~ 2 percent. The overall error in 
h was 7 percent on average. The major contribution to the 
error resulted from the uncertainty in the start time and in tests 
subsequent to those reported here the shutter opening time has 
been reduced considerably. 

In the tests described in this paper the pressure and suction 
surfaces of the central perspex blade in the cassette were coated 
with two thermochromic liquid crystals. The crystal tempera
tures chosen for the pressure surface were 30°C and 25°C, while 
25°C and 20°C were used on the suction surface. To view the 
color changes during the run a miniature CCD video camera 
was placed inside the rig. The head diameter of the camera is 
17.4 mm and the body is 60 mm long. The camera is rigidly 
attached to the outer annulus upstream of the heat transfer cas
sette. It has been staggered considerably to avoid shedding a 
wake into the passage under study. The lighting for the enclo
sure came from the outside of the cascade, through the perspex 
portion of the outer end wall. A 500 W halogen light was used 
for this purpose. 

It should be noted that different parts of the model subtended 
a range of angles at the camera during the test. The effect of 
angle on perceived color is relatively small for encapsulated 
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Fig. 7 Upstream pressure response during the shutter opening se
quence 
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Fig. 8 Temperature histories from thermocouples 

narrow-band liquid crystals. This was checked during the cali
bration of the liquid crystals for these tests. 

5 Results and Discussion 
The results described in this section correspond to the NGV 

design condition. A comparison between conditions in a typical 
modern aeroengine and the CHTT is summarized in Table 2. 
For the tests in the CHTT a turbulence intensity of 13 ± 3 
percent and an integral length scale of 24 ± 5 mm was measured 
using a hot-wire anemometer in the leading edge plane [4, 13]. 

The CHTT does not model the engine blade to gas tempera
ture ratio. The influence of this temperature ratio on heat transfer 
mainly enters through gas property variations through the 
boundary layer. This influence is well documented for both 
laminar and turbulent boundary layers. A secondary influence 
is through the stability of the laminar boundary layer and hence 
the transition point. However, above free-stream turbulence lev
els of 1 - 2 percent the transition is via a bypass mechanism and 
hence at the large levels of turbulence in the tests reported here 
the gas-to-blade temperature ratio would have no influence. The 
tests therefore represent engine conditions well in that transition 
is not influenced and property effects may be taken into account. 

A comparison between the isentropic Mach distributions at 
10, 50, and 90 percent span on both the suction and pressure 
aerofoil surfaces of the NGV is shown in Fig. 6. It is clear that 
the data show the inward (tip to hub) radial pressure gradient 
near the back of the blade. 

Figure 7 shows the static pressure upstream of the working 
section with the shutter in operation. The shutter arrival and 
departure times are also shown. As can be seen the flow adjust
ment time is minimal. The variation of the perspex temperature 
on and below the surface, as well as the upstream gas temperature 
during the run, are shown in Fig. 8. These measurements are 
made using thermocouples located, respectively, on the aerofoil 
surface, 2 mm below the surface, and upstream of the test section. 
As the tunnel starts, cold air leaks into the enclosed volume, 
causing a drop in the initial temperature before the shutter opens. 
The thermocouple embedded in the blade indicates a very small 
change in the perspex temperature below the surface. The free-
stream temperature is shown to vary between 12.5 and 10°C 
during the regulated region of the run. The initial peak is due to 
the compression heating of the gas in the upstream section. 

Figures 9-12 are views of the suction surface and show the 
liquid crystal color changes at different times during the run. It 
should be noted that due to the transparency of polished perspex, 
the camera can view regions close to the trailing edge of the 
blade through the adjacent blade. The small region of the surface 

that cannot be viewed from this angle can be seen by moving 
the camera to another position in the annulus and repeating the 
test. This view is shown in Fig. 13. The white dots on the blade 
surface were used as a grid and are along locations of 10, 30, 
50, 70, and 90 percent span. In these particular photographs the 
suction surface has been viewed through the pressure side of 
the blade with liquid crystals under a thin coat of black paint. 

Figure 9 shows a region of high heat transfer in the fore part 
of the blade near the tip where the crystal has changed color 
first. As the run proceeds the crystal starts to change near the 
second or third spanwise dot. After 1.75 seconds the crystal has 
changed color on most of the blade except near the leading and 
trailing edges. Figure 12 clearly shows a region of low heat 
transfer near the tip of the blade. This corresponds to a region 
influenced by secondary flows. This region of separated flow 
on the suction surface has been identified using flow visualiza
tion with colored oil as shown in Fig. 14. 

The video image has been imaged processed [14] to obtain 
light intensity plots for all the points of interest. A typical inten
sity history, near the surface thermocouple location, is shown in 
Fig. 15. Note that the reheating of the surface from the core of 
the blade after the run has finished is also shown. From these 
plots the times at which each crystal changed color at every 
position on the blade surface can be accurately measured. 

Figure 16 shows the experimentally deduced Nusselt number 
(based on axial chord) variation at midspan. The data show that 
the highest levels of heat transfer occur near the trailing edge of 
the blade on the pressure surface. The heat transfer levels are at 
a minimum near the stagnation region and increase toward the 
rear of the blade. On the suction surface, a peak of heat transfer 
is observed near 8 percent surface distance. Beyond 20 percent 
surface distance the heat transfer level is fairly constant. The 
uncertainty limits on the measurements are also shown. The 
sources of uncertainty are the following: errors on the tempera
ture measurements (0.2°C), errors resulting from the initial tem
perature variation of 1°C, flow initiation time errors (0.113 sec
onds), and present uncertainty in the knowledge of the thermal 
product {{pck = 569 ± 29 W m"2 K"1 s05 [15]). 

A two-dimensional boundary layer heat transfer prediction has 
been supplied by Rolls-Royce [16]. This code was run at the 
tunnel conditions and is also shown in Fig. 16 for comparison. 
The agreement is good except in the stagnation region and a 
general slight underprediction on the pressure surface. In the 
experiment, transition occurs at about 8 percent surface distance. 
The code predicts transition at about 15 percent and this differ
ence is probably due to the large turbulence levels in the tunnel. 
The vane leading edge has a large radius of curvature and in 
such cases identification of the stagnation point can be difficult 
if point measurements (i.e., heat transfer gages) of heat transfer 
are made. In the liquid crystal measurements reported here the 
heat transfer rate was continuously measured hence there was no 
uncertainty in identifying the stagnation point. 

Figures 17 and 18 show contours of the experimentally de
duced heat transfer coefficient for the pressure and suction sur
faces. These figures are projections of the curved aerofoil surfaces 
onto a two-dimensional plane. The pressure surface contours 
show a small variation in heat transfer coefficient with span 
position, as expected from the Mach number distribution and 
flow visualization carried out in the tunnel. The suction surface 
shows the interesting features discussed above. These are the 
region of high heat transfer in the forward part of the blade near 
the tip and the region of low heat transfer corresponding to the 
separation region shown in the flow visualization. Referring to 
the separation lines in Fig. 14, the passage vortex (a) and the 
horseshoe vortex (b) sweep onto the suction surfaces at different 
positions. The passage vortex creates the region of low heat 
transfer associated with the thicker thermal boundary layer, 
whereas the region of high heat transfer is apparent where the 

Journal of Turbomachinery JULY 1995, Vol. 1 1 7 / 4 2 9 

Downloaded 01 Jun 2010 to 171.66.16.54. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Fig. 9 View of the liquid crystals on the suction surface 1.4 s after the 
shutter opens 

Fig. 10 View of the liquid crystals on the suction surface 1.48 s after 
the shutter opens 

Fig. 11 View of the liquid crystals on the suction surface 1.76 s after 
the shutter opens 

horseshoe vortex passes onto the suction surface. The central part 
of the vane shows a fairly uniform heat transfer level (about 850 
W/m2 K) and this level is well predicted by the two-dimensional 
heat transfer code. 

6 Conclusions 
The transient liquid crystal technique has been successfully 

used for the first time in an annular cascade of nozzle guide 

430 / Vol. 117, JULY 1995 

Fig. 12 View of the liquid crystals on the suction surface 2.28 s after 
the shutter opens 

Fig. 13 View of the liquid crystals on the forward part of the suction 
surface 

Fig. 14 Flow visualization on the suction surface 

vanes at engine representative Reynolds and Mach numbers and 
free-stream turbulence intensity. Global measurements of the 
heat transfer coefficient have been obtained on both the pressure 
and suction surfaces. The principal features of the heat transfer 
on the aerofoil suction surface have been explained using flow 
visualization. The average uncertainty in the measurements of 
the heat transfer coefficient was 7 percent. These measurements 
have been compared favorably with a two-dimensional bound
ary-layer code at midspan. 
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Heat Transfer Measurements on 
Turbine Airfoils Using the 
Naphthalene Sublimation 
Technique 
Results of heat transfer measurements on a typical turbine blade and a vane in a 
linear cascade have been obtained using the naphthalene sublimation technique. The 
tests on the vane were performed at the nominal flow angle, whereas for the turbine 
blade an off-design angle was chosen to study the influence of a separation bubble 
on the heat transfer. The exit Mach number was varied from M2 = 0.2 to 0.4 and 
the exit Reynolds number ranged from Re2 — 300,000 to 700,000. Comparisons with 
numerical codes have been conducted. The measurements were performed in a linear 
test facility containing five airfoils. Two tailboards and two bypass vanes allowed us 
to achieve a good periodicity of the flow. The aerodynamic flow conditions were 
measured using pressure taps and Laser-Two-Focus (L2F) anemometry. About 40 
static pressure taps gave a precise Mach number distribution over the suction and 
the pressure side of the airfoil. L2F measurements were used to determine the down
stream flow angles. The heat transfer coefficient was measured using the naphthalene 
sublimation technique. This method is based on the heat and mass transfer analogy 
for incompressible flow. A 0.5 mm thin naphthalene layer was applied to the middle 
airfoil and exposed to the flow for about 45 minutes. The sublimation was then 
measured in over 500 points on the airfoil, which allowed a high resolution of the 
heat transfer coefficient. Due to its high resolution, the sublimation technique shows 
the presence of and the precise location of the laminar-to-turbulent transition point 
and the separation bubble. The measurements on the vane were compared with two 
separate two-dimensional boundary layer programs, which were TEXSTAN (Texas 
University) and TEN (Sussex University). The programs incorporate the k-epsilon 
turbulence model with several different formulations. The laminar-turbulent transi
tion was predicted quite well with TEN, which slightly damps out the production of 
turbulent kinetic energy in order to ensure a smooth transition zone. In the case of 
the blade, the naphthalene sublimation technique was able to predict the size and 
the location of the separation bubble as well as the reattachment with a very high 
precision. 

Introduction 

In modern gas turbines, the turbine inlet temperature has 
steadily been increased to improve the efficiency and the power 
output. High temperatures and transient temperature responses 
of engine components can, however, produce large thermal 
stresses. The lifetime of highly stressed components decreases 
significantly with increasing metal temperature. Hence, knowl
edge of the detailed heat transfer characteristics is required for 
the design of airfoils that have to operate for a certain guaran
teed number of hours without failure. The main parameters that 
influence the heat transfer coefficient along the turbine airfoil 
are the Reynolds number, the free-stream turbulence, the surface 
curvature, the inlet Mach number, and the inlet flow angle. 
Further studies on the influence of the combined effects of these 
parameters are still needed to validate or to improve numerical 
predictions. In the present work, the naphthalene sublimation 
technique was used to measure the local heat transfer coefficient 
on two different turbine airfoils. This method was well estab
lished by Eckert and Goldstein (1976) and applied by Presser 

Contributed by the International Gas Turbine Institute and presented at the 39th 
International Gas Turbine and Aeroengine Congress and Exposition, The Hague, 
The Netherlands, June 13-16, 1994. Manuscript received by the International 
Gas Turbine Institute February 15, 1994. Paper No. 94-GT-171. Associate Techni
cal Editor: E. M. Greitzer. 

(1968), Chen and Goldstein (1992), and Berg et al. (1991). 
Chen and Goldstein used this technique to study the influence 
of secondary flow near the endwall on the local heat transfer 
coefficient on the suction side of a turbine airfoil, whereas Berg 
et al. applied the method to investigate the effect of rotation on 
the local coolant flow and heat transfer in turbine airfoils. The 
purpose of the present study is to give detailed heat transfer 
characteristics for turbine airfoils to validate and improve con
fidence in the accuracy of existing computational codes. Mea
surements were also conducted to study the influence of a sepa
ration bubble on the local heat transfer coefficient. 

Test Facility and Measuring Equipment 

Wind Tunnel. The experiments were performed in a large 
linear wind tunnel facility with a test section of 100 X 340 
mm as shown in Fig. 1. This test facility is supplied from a 
continuously running air source, which delivers a mass flow of 
10 kg/s with a maximum pressure ratio of 3.5. The experimental 
setup for the present study in the linear test facility consists of 
five airfoils, which are mounted on a disk. The inlet flow angle 
Pi can then be adjusted by rotating the disk. Both the isentropic 
exit Mach number (M2s) and the downstream flow periodicity 
are regulated by two tailboards. A further regulation of the flow 
periodicity can be achieved with the two bypass vanes. Al
though only five profiles are present in the cascade, a good flow 
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Fig. 1 Schematic view of the linear test facility 

periodicity is obtained (Boles and Sari, 1988). Total pressure 
and total temperature are measured in the settling chamber. 

The inlet and outlet flow conditions are verified by blade 
endwall pressures up- (30 pressure taps) and downstream (30 
pressure taps) of the cascade (Fig. 2). The airfoil surface pres
sures were measured at the midspan of the airfoil surfaces (both 
suction and pressure sides) forming the two center flow passages 
of the cascade. To determine the outlet flow angle a Laser 

fe«° 
Fig. 2 Pressure taps in the linear test facility 

Two-Focus anemometer was used. The turbulence intensity was 
obtained with a hot-wire probe of 5 ^m diameter in conjunction 
with a DANTEC 55M10 anemometer system. The probe was 
located 75 mm in front of the airfoils. Only the turbulence 
intensity in the mean flow direction was measured. 

Cascade Geometry. In the present study two different pro
files, Cascade V and Cascade B, were measured. Their charac
teristics are summarized in the Table 1. 

Test Airfoil. From the five airfoils, only the center airfoil 
was modified for mass transfer measurements. This airfoil con
sists of three parts: two smooth side pieces and a sand-blazed 
piece in the middle (Fig. 4). One side piece contains four ther
mocouples being located over the airfoil as well as the pressure 
taps described above. A special mechanism was constructed to 
have fast access to the center airfoil, which has to be exchanged 
rapidly. 

N o m e n c l a t u r e 

Equivalent nondimensional parameters 

Heat transfer 

Nusselt number 

Nu = 
ah 

Prandtl number 

Pr = \ 
Stanton number 

St = Nu 
RePr 

Mass transfer 

Sherwood number 

S h - — 

Schmidt number 

Sc = ^ 
D 

Stanton number 

s t < = Sh 

Re Sc 

b = mass transfer coefficient 
cN — concentration of naphthalene 
cp = specific heat capacity 
C = empirical constant 
d = thickness of the naphthalene layer 
D = diffusion coefficient 
e = distance (see Fig. 2) 
L = chord length 

M = Mach number 
m = mass flow of naphthalene 
m = empirical constant 
n = empirical constant 
p = pressure 

pD = pressure of naphthalene vapor 

R = gas constant 
,$ = curviline distance from leading 

edge 
T = temperature 
t = pitch 

a = heat transfer coefficient 
P = flow angle 

f3g = stagger angle (see Fig. 3) 
8 = boundary layer thickness 

6T = temperature boundary layer thick
ness 

Ad = sublimation losses 
A T = exposure time 

K = isentropic exponent 
\ = heat conduction coefficient 

\i = dynamic viscosity 
v = kinetic viscosity 
p = density 

Prf,,w = free-stream partial density of 
naphthalene 

PS,N = wall partial density of naphthalene 

Subscripts 
00 = free stream 
L = with respect to the chord length 
N = naphthalene 
s = surface 
x = with respect to x 
1 = inlet 
2 = outlet 

Journal of Turbomachinery JULY 1995, Vol. 1 1 7 / 4 3 3 

Downloaded 01 Jun 2010 to 171.66.16.54. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Table 1 Specification of the test cascades 

Cascade V B 

L[mm] 74.5 77.8 

t/L[-] 0.86 0.82 

Pg 51.85° 51° 

ei/L [-] 0.67 0.64 

e2/L [•] 
# Pressure taps on the 
airfoil suction surface 
# Pressure taps on the 
airfoil pressure surface 

0.36 

19 

12 

0.35 

21 

17 

Nominal inlet flow angle 0° 46° 

Nominal outlet flow angle 70° 64° 

Coating of the Model. The airfoil consists of three parts 
(Fig. 4). The part in the middle is 0.5 mm smaller in contour 
to carry the naphthalene layer. This part was dipped several 
times into liquid naphthalene in order to get a coating thickness 
of more than 500 /j,m. It was subsequently retouched by a profile 
milling machine to obtain the same contour as the adjacent parts 
of the airfoil with satisfactory surface quality. 

Measuring of the Naphthalene Layer Thickness. The lo
cal mass transfer coefficient /3 was determined by measuring 
the local sublimation mass flux m(x, z). Before and after the 
test run the naphthalene layer thickness was measured at dis
crete points by a conventional eddy-current probe (device: Per-
mascope E 111; Helmut Fischer GmbH Sindelfingen) em
ploying the principle that an electrically nonconductive layer 
thickness (naphthalene) can be determined by inducing eddy 
currents in the conductive substrate (aluminum) (Berg, 1991). 
On plane surfaces the accuracy for measuring the thickness in 
the range from 0 to 500 /im is within 1 yum. Due to the varying 
curvature of the airfoil surface, especially in the region of the 
leading edge, an influence on the linearity of the output signal 
can be observed. By means of a micrometer screw, the eddy-
current probe was calibrated at different locations on the airfoil 
contour (without coating) within the thickness range mentioned 
above. The calibration data were used to correct the probe's 
output at strong curvatures. Thus, the accuracy of measuring 
the naphthalene sublimation (usually 100-200 fj,m) is within 
1 - 2 percent. The measurement itself was carried out by a com
puter-controlled four-axis traversing mechanism (Fig. 5). 

Therefore, the precise airfoil coordinates with respect to the 
center of rotation of the traversing axis were needed to touch 
the coating perpendicular. This data set was obtained by a three-

Profile v Profile B 

1. Naphthalene 
2. Thermocouples 
3. Pressure Taps 

Fig. 4 Test airfoil 

axis coordinate measuring device (Leitz) and supported the 
probe traversing. The spatial resolution was 7 X 95 points with 
a meander-shaped traversing, which is seen in Fig. 5, to save 
measuring time. 

Coating and measuring of naphthalene layer thickness were 
performed at the Dept. of Flight Propulsion, Technical Univer
sity Darmstadt. Each coated airfoil was carried by airmail to the 
test rig of EPFL. The transport container itself was minimized in 
volume to keep the sublimation losses before and after the 
test runs small. Moreover, the inside surface was coated with 
naphthalene to generate a saturated atmosphere. In addition, a 
coated reference body accompanied the airfoil during mailing, 
measuring, mounting, and dismounting to determine the subli
mation loss. It was found to total about 8 (im, which was consid
ered in data reduction. 

Heat and Mass Transfer Measurement. To measure the 
local heat transfer coefficient on the airfoil, the naphthalene 
sublimation technique was used. This method is based on the 
analogy between the energy equation for heat transfer and the 
diffusion equation for mass transfer and is valid only for incom
pressible flow. 

After the test airfoil has been coated with a thin layer of 
naphthalene, the thickness of the layer is measured at designated 
locations before the test airfoil is installed in the wind tunnel 
and exposed to the air stream for a period of 30-45 minutes, 

VIEW A 1,2,3: PROBE TRAVERSING 

FIRST 

LAST 
MEASURED 

POINT 

S=0 

Fig. 3 Profiles V and B 

4: CENTRE OF BLADE ROTATION 

Fig. 5 Probe traversing airfoil surface 
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Table 2 Measurements on cascade V (NB: the Mach numbers and the 
Reynolds numbers are based on exit conditions) 

Test ReM MM Tu f%l fen 
1 100000 0.06 4 67 

2 340000 0.2 3.5 71 

3 410000 0.25 3.5 71 

4 490000 0.3 3.5 71 

5 700000 0.4 3.5 71 

depending on the test conditions. Meanwhile, the readings of 
the thermocouples and the pressure taps of the test cascade on 
the airfoils and at the inlet and outlet are recorded. Finally, the 
test airfoil is removed from the wind tunnel and installed back 
in the positioning mechanism. The thickness of the naphthalene 
layer is obtained at the same locations as for the first measure
ment. The local mass transfer can now be evaluated from 
the change in naphthalene thickness Ad during the exposure 
time A T . 

A T 
(1) 

which is used to derive the local mass transfer coefficient b 

b = (2) 
Ps.N ~ Pm,N 

where pm,w represents the naphthalene concentration in the free 
stream (p,„w = 0) and ps,N the concentration at the airfoil surface: 

PD 
Ps.N (kg/m3) (3) 

The partial pressure pD of naphthalene at saturation is a function 
of the surface temperature T, (Berg, 1991) 

3734 
logic P D = 13.57 - - = - W 

The mass transfer coefficient can be nondimensionalized using 
the Sherwood number 

Sh 
b-L 

D 
(5) 

Fig. 6 Mach number distribution for test 5 
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Fig. 7 Heat transfer distribution for test 3 

where D is the diffusion coefficient of naphthalene in air (Keum-
nam et al., 1992). At the same flow conditions, the sublimation 
mass transfer system is equivalent to a heat transfer system 
with a constant wall temperature boundary condition. Empirical 
correlations are commonly applied to correlate the heat and 
mass transfer coefficients when the Schmidt number Sc and the 
Prandtl number Pr are not equal. Often the power law relation 
is used, 

Nu = C Re'Tr" (6) 

and 

Sh = C Re"'Sc" (7) 

For the same Reynolds number the analogy function becomes 

' P r V 
Nu = Sh 

Sc 
(8) 

For air the Prandtl number is approximately 0.7 and the value 

-r—•—r—•—i—•—i—•—r-
-1.0 -0.8 -0.6 -0.4 -0.2 0.0 0.2 0.4 0.6 0.8 1.0 1.2 

Pressure side S/L Suction side 
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Fig. 8 Mach number distribution on the airfoil 
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Fig. 9 Test 1, M = 0.06, Re = 100,000 
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Fig. 11 Test 5, M = 0.4, Re = 700,000 

of the Schmidt number for naphthalene in air is around 2.5, 
depending on the flow conditions and the temperature at the 
naphthalene surface. In eq. (8), n is an empirical constant. Chen 
and Goldstein (1992) apply a numerical value of j , the same 
accounts for Berg (1991), whereas Presser (1968) gives values 
of n = 0.33 for laminar and n = 0.44 for turbulent flow condi
tions. In the present study Presser's values were used. 

Computer Codes 

TEXSTAN. The TEXSTAN code has been derived from 
the well-known STAN5 (Crawford and Kays, 1976) formula
tion, which has been extended by Crawford (1986). The present 
version of TEXSTAN also incorporates various formulations 
of the k-e model, these being (1) the Lam and Bremhorst (1981) 
[LB] low Reynolds number modifications, (2) the K.-Y. Chien 
(1982) [KYC] k-e model, and (3) the modified Lam and Brem
horst Pressure Term Modification [LBPTM] as suggested by 
Schmidt and Patankar (1991). 

TEN. The code is derived from the Cebeci-Smith formula
tion with the Keller Box solution algorithm. The variables are 
solved in nondimensional form and the KYC model is applied 
with some modifications to give a better transitional behavior 
by increasing the near-wall production of e (Tarada, 1990). 

-1.0 -0.8 -0.6 -0.4 -0.2 0.0 0.2 0.4 0.6 0.8 1.0 1.2 

Pressure Side s " - Suction Side 

Fig. 10 Test 2, M = 0.2, Re = 340,000 

Results and Discussion 

Measurements on Cascade V. The measurements on the 
cascade V had the following objectives: 

• evaluation of the local mass and heat transfer coefficients 
on the airfoil 

• comparison with numerical computation. 

Table 2 summarizes the tests that were conducted on this cas
cade. 

In all cases the inlet flow angle was chosen /?, = 0 deg 
whereas the outlet flow angle was measured with a Laser Two 
Focus anemometer (Table 2). As an example the Mach number 
distribution of test 5 is shown in Fig. 6. 

On the suction side the velocity rapidly increases up to ap
proximately 1.1 times the outlet velocity at s/L = 0.3. After the 
strong acceleration, the velocity is almost uniform along the 
whole suction surface, with a slight decrease toward the trailing 
edge. On the pressure side the acceleration is almost uniform. 
The Mach numbers, which are calculated from the pressure taps 
of the center airfoil and the two neighbor airfoils as indicated 
in Fig. 2, are located on the same curve showing a good period
icity of the flow. The sublimation losses were measured in 595 
points (85 on the perimeter, 7 heights). The results of test 3 
(Re2 = 410,000) are presented in Fig. 7 and show the two-
dimensional character of the flow. For this reason, only a mass 
transfer coefficient averaged spanwise is presented in the fol
lowing figures. 

On the suction side a laminar boundary layer grows from the 
stagnation point. Close to the trailing edge, the laminar bound
ary layer proceeds through transition, whereafter the flow be
comes fully turbulent near the trailing edge. On the pressure 
surface a laminar boundary layer develops from the stagnation 
point and a small separation bubble forms near the leading edge. 
In the separation bubble, transition occurs and develops into a 
fully turbulent boundary layer. The turbulent boundary layer 
flow, subjected to a strong acceleration might relaminarize 
(Chen and Goldstein, 1992; Hodson and Dominy, 1987). 

Comparison With Numerical Calculations. The experi
mental data was compared with the numerical results obtained 
from the computer codes TEN and TEXSTAN, described above. 
The calculations for the heat transfer were based on the mea
sured isentropic. Mach number distributions on the airfoil 
shown in Fig. 8. Figures 9 to 11 present the calculated heat 
transfer coefficients along with the experimental data. For the 
test at low Mach and Reynolds numbers (Fig. 9) the flow stays 
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Table 3 Measurements on cascade B (NB: the Mach numbers and the 
Reynolds numbers are based on exit conditions) 

Test ReM M H Tu f%1 61 H 

1 580000 0.3 3.5 0 

2 360000 0.2 3.5 22 

3 580000 0.3 3.5 22 

4 790000 0.4 3.5 22 

5 1190000 0.5 3.0 22 

6 1620000 0.6 3.0 22 

SS center blade 
• PS blade left 
• SS blade right 
• • — PS center blade 

—i 1 i i i 
0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 

8/L 

Fig. 12 Mach number distribution on the airfoil (test 1) 

laminar and both codes are able to predict the heat transfer quite 
well, except for the stagnation region where the prediction of 
the heat transfer is quite poor. 

For an outlet Mach number of M2 = 0.2 (Re2 = 340,000 
transition occurs on the suction side a short distance before the 
trailing edge (Fig. 10). This transition is quite well predicted by 
TEN, whereas TEXSTAN/LBPTM stops the calculation shortly 
after transition. This may be due to the reduction of k to ensure 
a smooth transitional zone in the modified Lam and Bremhorst 
k-e model. The K.-Y. Chien model predicts in both cases an 
early transition. On the pressure side, values calculated by both 
codes are below the measured heat transfer coefficients. 

Figure 11 shows the numerical data along with the experi
mental values for an outlet Mach number of M2 = 0.4 (Re2 = 
700,000). It should be mentioned again that the analogy between 
heat and mass transfer is only fully valid in the incompressible 
flow region. For higher Mach numbers the dissipation term in 
the energy equation, which does not exist in the mass transfer 
equation, becomes important and has to be taken into account. 
Further investigations will be needed to rely on the experimental 
data at Mach numbers in the compressible flow region. 

Measurements on Cascade B. For the designer of turbine 
airfoils one region of concern is the leading edge, which needs 
to have a moderately small radius blending smoothly into the 
rest of the airfoil for good aerodynamic performance. On the 
other hand, present cooling schemes usually require a large 
leading edge radius (which cannot be blended smoothly) re
sulting in a rapid change in surface curvature immediately 
downstream of the leading edge. The curvature actually be
comes negative on the pressure side of an airfoil, which can 
produce a localized overspeed region followed by an adverse 
pressure gradient. For operation at off-design conditions, an 
overspeed will occur on the pressure surface if incidence is 
toward the suction surface. 

Due to its high resolution, the naphthalene sublimation tech
nique is able to give precise information about the position 
and size of a separation bubble. The present investigation was 
conducted to examine the variation of the heat transfer coeffi
cient in separated and reattached leading edge flows at different 
exit Mach and Reynolds numbers. Table 3 lists the measure
ments that were conducted. 

As already described for cascade V, pressure measurements 
were conducted at the inlet and outlet and on the suction and 
pressure side of the three center airfoils. In Fig. 12, the Mach 
number distribution on the suction (SS) and pressure (PS) sides 
is presented and shows that the flow is periodic. Unfortunately, 
there is only a limited number of pressure taps mounted close 
to the leading edge, so that the separation bubble is not clearly 
visible on the pressure side. 

For the same test the heat transfer distribution is presented 
in Fig. 13. On this profile the sublimation losses were measured 
in 665 points (95 points per perimeter, 7 heights). On the suction 

side, the flow is laminar and reaches transition only close to 
the trailing edge. On the pressure side the flow separates shortly 
after the leading edge. In the separation bubble the heat transfer 
coefficient tends to fall sharply. The reattachment of the bubble 
leads to a sudden rise of the heat transfer coefficient. This 
phenomenon was also observed by Bellows and Mayle (1986) 
who studied the heat transfer downstream of a leading edge 
separation bubble. They found that through the separation re
gion, the surface heat transfer changed by almost an order of 
magnitude and was about 50 percent higher near reattachment 
than that predicted by the turbulent flat plate correlation. 

Figure 14 shows the distribution of the heat transfer coeffi
cient for two different inlet flow angles at the same inlet and 
outlet Reynolds numbers. On the suction side the heat transfer 
distribution is comparatively insensitive to incidence changes, 
which may be explained by the relatively big radius at the 
leading edge. On the pressure side the inlet flow angle influences 
the position and size of the separation bubble only slightly. 

The linear test facility at the EPFL does not provide the 
possibility to study the influence of the Reynolds and the Mach 
number separately. Figure 15 presents the local heat transfer 
coefficient for outlet Mach numbers from M2 = 0.2-0.6. 

In Fig. 15 it can be seen that the position of the separation 
bubble is not influenced by the Reynolds number. With higher 
Mach number the bubble becomes smaller and the reattachment 
seems to move upstream, which results in a local heat transfer 
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Fig. 13 Heat transfer coefficient on 665 points for profile B (test 2) 
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after the reattachment, being possibly higher than at the stagna
tion line. 

Figure 16 shows the predicted and the measured heat transfer 
coefficients for an exit Reynolds number of Re = 580,000. On 
the pressure side, after reattachment the flow tends to behave 
like a turbulent boundary layer with the starting point at reat
tachment. 

Conclusions 
• The naphthalene sublimation technique was applied to 

measure the heat transfer coefficient on turbine airfoils in 
a linear test facility at exit Mach numbers up to M2 = 0.4 
and Reynolds numbers up to Re2 = 700,000. 

• Due to its high resolution, the influence of separation, a 
separation bubble, or the laminar-turbulent transition on 
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Fig. 15 Heat transfer distribution for different outlet Mach and Reynolds 
numbers (inlet flow angle ft, = 22 deg) 

the heat transfer can be clearly shown by this method 
even for small-scale models. 

• The analogy between heat and mass transfer is only fully 
valid in the incompressible flow region. At higher Mach 
number further investigations will be needed to apply the 
naphthalene sublimation technique. 

• The experimental results were compared with numerical 
data from two boundary layer codes TEN and TEXSTAN. 
The best predictions of the local heat transfer coefficients 
were given by TEN, using a KYC turbulence model with 
some modifications to give a better transitional behavior 
by increasing the near wall production of epsilon. 

• The codes, as used, do not predict transition location 
(TEXSTAN) and extent (TEN and TEXSTAN) well. Also 
the stagnation region is quite poorly predicted. 

• A separation bubble occurred shortly after the leading 
edge on the pressure side for the tests with an off-design 
inlet flow angle. The reattachment of the separation bub
ble leads to a sharp increase in heat transfer, and values 
above the stagnation heat transfer were measured. The 
shape and size of the separation bubble were not influ
enced by the exit Mach number. 
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Heat (Mass) Transfer and Film 
Cooling Effectiveness With 
Injection Through Discrete 
Holes: Part I—Within Holes and 
on the Back Surface 
A jet stream entering a crossflow is investigated for injection through a single hole 
and an array of holes for blowing rates of 0.2 to 2.2. The naphthalene sublimation 
technique has been employed to study the local mass (heat) transfer in the injection 
hole and in the vicinity of the hole entrance. The Sherwood number is fairly uniform 
along the circumference of the inside hole surface even at the low blowing rate 
considered. This is quite different from the case without injection (zero blowing rate), 
when the Sherwood number is highly nonuniform. The transfer rate in the hole is 
weakly influenced by the crossflow and the zone, which is directly affected, is confined 
close to the hole exit (about 0.15 hole diameter in depth). The average Sherwood 
number is similar to that in the absence of crossflow except at low blowing rates. 
The Sherwood numbers on the hole entrance surface (backside) are the same as 
when there is no crossflow. Thus, the Sherwood numbers inside the hole and on the 
back surface can be closely approximated from experiments without crossflow. 

Introduction 
Film cooling is used to protect a solid wall exposed to a high-

temperature fluid flow. A secondary coolant flow is injected 
through arrays of holes or slits in the wall into the boundary 
layer of the fluid flowing over the surface. Near the injection, 
the secondary coolant may form a film along the surface, which 
isolates it from the hot fluid flow. Downstream of the injection, 
the secondary coolant can act as a heat sink, which reduces the 
average temperature in the boundary layer due to mixing of the 
secondary coolant and the hot mainstream. The efficiency of 
film cooling depends on the distribution of the secondary cool
ant over the surface. The situation is complex due to the interac
tion between the injected secondary flow and the mainstream. 
The major factors are hole geometry, spacing, injection angle, 
blowing rate, and density ratio between the main and secondary 
flows. 

Porous materials or perforated plates (full coverage cooling) 
have characteristics of near-uniform heat/mass transfer rates on 
their surface for uniform flow. These characteristics are desir
able to protect the surface from hot gases in components of 
high performance gas turbine engines. High engine operating 
temperatures are required to increase thrust output and effi
ciency. The operational temperature is limited by potential to 
structural failure of the engine components. A full-coverage 
cooling scheme has been developed for rocket nozzles and some 
components of gas turbines, notably the combustion chamber. 
This cooling scheme helps to prevent thermal stresses, increase 
efficiency, and reduce emission gases (less cooling flow). 

The most common arrangement for film coolant injection on 
gas turbine blades is with single or double rows of injection 
holes, in which the cooling air is injected to protect the region 
at and downstream of the holes. The film cooling effectiveness 
(i.e., adiabatic wall temperature) in the downstream region, 
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rather than near the holes, has been obtained from measurements 
by many investigators. The heat transfer coefficient in this re
gion is determined from experiments or simulated from the flat 
plate flow because the heat transfer coefficient downstream is 
not far from that value without injection. However, the region 
near the injection holes is important for the full-coverage cool
ing scheme. The heat transfer in the injection holes and on the 
back surface as well as on the exposed surface near the holes 
should be studied; here the transfer rates are very different from 
those without injection. 

In heat transfer experiments, it is difficult to measure the 
local heat transfer rate near the hole and inside the hole surface. 
Such measurement involves a large conduction error resulting 
from large spatial variation in the heat transfer rate and resulting 
sharp temperature gradients around the hole entrance. Thus, 
there is available primarily row-averaged heat transfer coeffi
cient (Choe et al„ 1976). A mass transfer technique can be 
used to measure local transfer rates on the inside hole surface 
and on the plate around the hole entrance and the hole exit. The 
mass transfer results can be easily converted to the heat transfer 
results using the heat/mass transfer analogy. 

With full-coverage film cooling, the analysis of overall heat 
transfer requires the heat transfer coefficient distributions on 
exposed surfaces, at the internal walls, and inside hole surfaces 
as well as adiabatic wall temperature (film cooling effective
ness) on exposed surfaces (Fig. 1). Note that the film cooling 
effectiveness is nearly one on the inside hole surface. The pri
mary objective of the present experiments is to determine the 
heat transfer coefficient distribution on inside hole surfaces and 
internal walls (Part I) , as well as the effectiveness and the 
external heat transfer coefficient (Part II). These results will 
provide the information required to analyze overall heat fluxes 
around holes. 

The local heat/mass transfer rates are obtained from the test 
plate cast with naphthalene around the hole and inside the hole. 
The naphthalene sublimation method is a well-known mass 
transfer technique. If the test surface is kept at a uniform temper
ature and pressure, the naphthalene vapor pressure and concen-
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Fig. 1 Schematic diagram for heat transfer mode 

tration at the surface will be uniform. This surface boundary 
condition corresponds to an isothermal surface in a correspond
ing heat transfer problem. Mass loss (sublimation of naphtha
lene) on the surface occurs continuously, due to diffusion and 
advection. Concentration gradients and the mass flux are analo
gous to temperature gradients and the heat flux. The time-aver
aged local mass transfer rates are obtained by measurement 
of the sublimation depths. The heat/mass transfer coefficient 
obtained with an isothermal condition can be applied to other 
boundary conditions in turbulent flows when the wall tempera
ture variation is small. 

The present work relates closely to full-coverage cooling in 
a combustor. Single-hole injection into crossflow is also exam

ined in order to compare it with injection from an array of holes. 
Velocity measurements in an injection hole with a crossflow are 
shown in the literature (e.g., Bergeles et al., 1975; Andreo-
poulos, 1982) and temperature fields were obtained by Andreo-
poulos (1983). There are no available local heat transfer results 
for flow through a hole of short length. 

In the present study, two sets of experiments are conducted 
to determine both the heat transfer coefficient and film cooling 
effectiveness. First, pure air is injected as a secondary flow that 
is equivalent to T2 = Tx (6' = 0) in the heat transfer case. 
Secondly, saturated naphthalene vapor in air is injected as sec
ondary flow that is equivalent to T2 = T„ (8' = 1) (see below) 
in the heat transfer case. 

Film Cooling Effectiveness and Heat Transfer Coefficient. 
Two different methods have been presented to predict film cool
ing effects in the literature. In most studies, constant fluid prop
erties (which includes mainstream and coolant) are assumed in 
a control volume, while it is at a low velocity with a small 
temperature difference. Thus, the energy equation is linear and 
temperature fields can be superimposed on each other (Eckert, 
1984). One method is based on an adiabatic wall temperature 
(effectiveness). The other method defines variable heat transfer 
coefficients at a given wall temperature. 

The first method defines the heat transfer coefficient, h, with 
an adiabatic wall temperature. This method has been widely 
used in film cooling study and is reviewed by Goldstein (1971) 
and Eckert (1984). The heat flux at the wall is expressed as: 

q„ = h(Tw - TJ) (1) 

For constant-property flow, the heat transfer coefficient, h, is 
invariant with this temperature difference. It is only a function 

N o m e n c l a t u r e 

A naph ' 

C2 = dimensionless mass fraction of Re,, : 

naphthalene vapor in the second
ary flow; C2 = 0 for pure air in
jection and C2 = 1 for naphtha- Sc : 

lene-saturated vapor injection 
= hole diameter 
= mass diffusion coefficient for Sh(L) 

naphthalene vapor in air (Eq. 
(19)) 

H = shape factor = 6*/82 Sh,, = 
h = heat transfer coefficient (Eq. 

( D ) ShJ = 
h' = heat transfer coefficient defined 

inEq. (4) Sh; = 
hm = mass transfer coefficient defined 

inEq. (11) S h ^ = 
h'm = mass transfer coefficient defined = 

inEq. (12) Sh„ = 
h'mo = mass transfer coefficient for pv2  

= /9„,„(Eq. (U)); h'm0 = hm Sh„ = 
h'0 = heat transfer coefficient for T2 = 

T„(Eqs. (6) and (8)) T2 = 
h I = heat transfer coefficient for T2 = 

Tw (Eq. (7)) • Tm = 
M = blowing rate = p2U2/pxU„ Tr = 
m = naphthalene mass transfer rate Tw = 

per unit area (Eq. (18)) T^ = 
m0 = naphthalene mass transfer rate U = 

for p„,2 = p„,o„ (Eq. (14)) £/. = 
m, = naphthalene mass transfer rate 

for p„,2 = pw (Eq. (14)) X = 
P = pitch of an array of holes = 3Dh 

q„ = heat flux 

= Reynolds number based on the 
hole diameter andjin average ve
locity in hole = UDJv 

- Schmidt number for naphthalene 
in air = vlDnm s 2.28 at 298 
K and 0.1 MPa 

=Sherwood number based on 
characteristic length L; Sh(L) = 
11 in 

= Sherwood number based on hole 
diameter = hmDh/D„aph 

= Sherwood number for pv2 = p„„ 
(Eq. (17));Sh5 = Sh 

= Sherwood number for p„2 = p„w 

(Eq. (17)) 
= peak Sh on the reattachment 

point 
= average Sherwood number (inte

grated over 6 direction) 
= overall average Sh number (inte

grated over 8 and Y directions) 
= temperature of the secondary 

flow 
= adiabatic wall temperature 
= recovery temperature 
= local wall temperature 
= free-stream temperature 
= average velocity in hole 
= approaching velocity (free-

stream velocity) 
streamwise (crossflow) distance 
from a trip wire 

Xc = 

Y = 

^peak ~" 

z = 

6 = 

5* = 

62 = 

6T = 

6z = 

K 

v •• 

streamwise (crossflow) distance 
from center of injection holes 
axial distance from inlet of injec
tion holes 
peak Sh location inside the hole 
(reattachment point) 
lateral distance across span mea
sured from center of injection 
holes 
boundary layer thickness (based 
on 99 percent of free-stream ve
locity) 
displacement boundary layer 

thickness = j (1 - ulU«,)dy 
momentum boundary layer thick
ness = / «/[/„( 1 — u/U„)dy 
run time (Eq. (18)) 
local sublimation depth of naph
thalene 
adiabatic wall cooling effective
ness (Eq. (2)) 
impermeable wall effectiveness 
(Eq. (16)) 
constant defined in Eq. (7) = 
(h\ - K)lh'0 

kinematic viscosity = p,lp 
angle around injection hole = 0 
deg at the leading edge 
dimensionless temperature (Eq. 
(5)) 
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of the flow field and the fluid properties for a given boundary 
condition. A film cooling effectiveness, rjaw, which is a nondi-
mensional form of the adiabatic wall temperature with the sec
ondary flow temperature, is defined as: 

'taw 
Tr 

Tr 

(2) 

where Tr is a recovery temperature. Tr is equal to the free-stream 
temperature for low-speed constant-property flows. Then, rjaw 
becomes: 

(3) 
Ti - r„ 

The heat transfer coefficient and the film cooling effectiveness 
are determined separately in this method. The wall temperature 
distribution can be obtained from Eq. (1) for any given situa
tion, such as mainstream and secondary coolant temperatures 
and a prescribed wall heat flux. 

The second method defines the heat transfer coefficient in 
the following equation (e.g., Metzger et al., 1968; Choe et al., 
1976; Kumada et al., 1981): 

q« = h'{Tw - r„) (4) 

The heat transfer coefficient denoted with a prime, ft', now 
varies with temperature difference between mainstream and in
jection flow. With this approach one can determine the heat 
transfer coefficient for film cooling on an isothermal surface, 
which is approximated in full coverage film cooling. For con
stant-property flow, the heat transfer coefficient, ft', varies lin
early with the dimensionless temperature (Metzger et al., 1968; 
Choe et al., 1976; Kumada et al.,. 1981): 

T2-T„ 
Tw - ^ 

(5) 

The heat transfer coefficient, ft', can be determined from a 
function of 9' (i.e., an arbitrary secondary flow temperature, 
T2) and a reference heat transfer coefficient, fto, for the situation 
that 9' = 0 (T2 = Tx). The relation is obtained by superposition 
of temperature fields and expressed as: 

— = 1 + K9' 
K 

The constant K is: 

£ = 
h[-h'o 

h0 

(6) 

(7) 

where h[ is the heat transfer coefficient when the secondary 
coolant temperature, T2, is equal to the wall temperature, T„ 
(9' = 1). 

Eckert (1984) showed the values of the heat transfer coeffi
cients, h'0 and ft|, which are obtained on an isothermal surface, 
can be used as an approximation on a surface where temperature 
variations are expected to be small. In that condition, the param
eters from the two approaches can be converted into each other. 

The heat transfer coefficient, h, defined by Eq. (1) is then 
identical to h0 in case of 9' = 0 (T2 = T„) in Eq. (4): 

hh (8) 

From Eqs. (1) and (4), the film cooling effectiveness, rja„, is 
related to the constant, K, given by Eq. (7): 

T -
-* aw 

- T„ 
T2- T„ 

h'0 - f t ! 

= -K 

h0 

and the relation between ft and h' is given by: 

4- = * - V«.»' 

(9) 

(10) 

The ft and r]aw in Eq. (1) are connected with the ft' and K 
of the second method by Eqs. (9) and (10). Therefore, these 
parameters can be converted into each other. It is also noted 
that 9' = l/r]aw (or Tw = Ta„) from Eq. (10) when ft' = 0 (or 
qw = 0; adiabatic wall condition). 

In the present study of mass transfer, the parameters will be 
presented in both forms, although the condition is more similar 
to the second case. Two sets of experiments are conducted to 
determine the parameters: (a) pure air is injected as the second
ary flow (p„,2 = pv,°>', C2 = 0), that is equivalent to T2 = T„ 
(9' = 0) in the heat transfer case, and (b) the saturated vapor 
of naphthalene in air is injected as the secondary flow (p„i2 = 
p«,w\ C2 = 1), that is equivalent to T2 = Tw (9' = 1) in the 
heat transfer case. For constant property flow, which is nearly 
achieved in the naphthalene sublimation technique because of 
the low vapor pressure for saturation in air, the mass transfer 
governing equation is linear. Thus, it is possible to superimpose 
the concentration fields. 

The film cooling effectiveness is determined directly from 
the mass flux rather than the relations above between the first 
and the second methods. The mass flux at the wall can be 
expressed as: 

or 

m = hm(pv,„ - p»,iw) 

m = h'„(pv,w - /£>„,„) 

(ID 

(12) 

= M l - Vi»8')(pv,w - pv.»)(fromEq. (10)) 

where pvM is the vapor density (concentration) at an imperme
able wall. This is equivalent to the adiabatic wall temperature 
in the heat transfer case. Note that h'mlhm is analogous to ft7ft 
inEq. (10). 

In the case of (a) (p„i2 = pv,x; C2 = 0, 9' = 0), the mass 
transfer coefficient, hm, in Eq. (11) is equal to h'm (or denoted 
as h'm0) in Eq. (12). Hence, the mass transfer coefficient is 
determined from: 

hm = m 
Pv,W Pu.a 

(13) 

The ratio of the mass fluxes of (a) (m0, 9' = 0) and (b) (mu 
9' = 1) can be written as: 

N o m e n c l a t u r e (cont . ) 

ps = density of solid naphthalene (Eq. pvj„ = vapor density on the impermeable p„,„ = naphthalene vapor density of ap-
(18)) wall proaching flow 

p„,2 = naphthalene vapor density in the p„,w = naphthalene vapor density on the a = standard deviation 
secondary flow surface 
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Fig. 2 Wind tunnel and secondary flow system (flow injected into cross stream) 

f}h_ _ K(\ - Viw)(pv,w - p„,„) 
m0 hm(pv,w - pVi„) 

= 1 - fyv 

where 6' = 1 in the case of (b). 
The film cooling effectiveness, r]iw, can be determined by 

(6Z/6T)I 

(14) 

(15) 

Vin = 1 -

= 1 

(6Z/6T)0 

Sh; 

Shi 

(16) 

(17) 

Thus at a given temperature, the film cooling effectiveness 
is determined by the ratio of the unit sublimation depths of 
naphthalene surface between the cases of (a) and (b). In gen
eral, the effectiveness can also be determined from the ratio 
of resulting Sherwood numbers (mass transfer coefficients). 
Equation (17) is analogous to Eq. (10) for 0' = 1. Hay et al. 
(1986) also employed a similar approach to determine effective
ness values using a swollen polymer technique (mass transfer) 
with laser holographic interferometry. 

Experimental Apparatus and Procedure 

1 Wind Tunnel and Secondary Flow System. Two dif
ferent secondary (injected) fluids are tested; one is pure air 
(naphthalene free, 6' = 0) and the other is naphthalene-satu
rated air (0' = 1). The secondary air supplied from the depart
ment building compressor passes through a pressure regulator, 
a needle valve, a thin plate orifice flowmeter, plenum chamber, 
and the test plate, and is then ejected into the crossflow. The 
pressure drop across the orifice plate is maintained to within 
±1 percent of the desired pressure difference during a run. The 
crossflow is supplied from the room air through a large open-
cycle, suction-type wind tunnel in the Heat Transfer Laboratory 
at the University of Minnesota. 

The wind tunnel and the secondary flow system are shown 
schematically in Fig. 2. The test section following a contraction 
section (15:1 area ratio) is 610 mm across by 305 mm high by 
2500 mm long. To obtain a fully developed turbulent velocity 
profile with a thick boundary layer, a trip wire, 1.6 mm (^ 
in.) in diameter, is placed at the junction of the contraction and 
test section. The first row of holes, seven holes placed across 
the section, is placed 721 mm downstream from the exit of the 
contraction (the trip wire) while the center hole of the fourth 
row, coated with naphthalene, is positioned 950 mm down
stream. The tunnel fan is downstream of the test section. The 
nominal crossflow velocity is 8.8 m/s. The turbulence intensity 
of the free stream is 0.52 percent, which is measured without 

injection. The turbulence intensity and the velocity are measured 
by a hot-wire anemometer, a total tube, and a pilot tube. The 
tunnel air is discharged outside the building. A detailed descrip
tion of the construction of the wind tunnel can be found in 
Raithby (1972). 

The free-stream (crossflow) temperature is usually slightly 
higher than the temperature of the building compressor air, 
which comes from an outside room. The temperature of the 
secondary air is controlled using a heating tape, which is 
wrapped around the outside of the pipe line. The secondary air 
is heated to the level of the crossflow temperature and the 
temperature difference is maintained within 0.3°C. 

To supply naphthalene-saturated secondary air, two naphtha
lene powder layers of about 25 mm thickness are placed be
tween the screens and/or meshes inside the plenum chamber. 
The inside hole measurement, which should give a zero subli
mation rate, is tested to check whether the secondary air is 
saturated or not. The naphthalene saturation vapor pressure is 
approximately 0.01 percent of atmospheric pressure, so that a 
small amount of naphthalene powder can supply a large amount 
of saturated naphthalene mixture. However, the vapor pressure 
changes about 10 percent with 1°C difference in the room tem
perature range. If the temperature of the secondary air is lower 
than that of the test plate and the crossflow, the secondary 
mixture flow has an undersaturated condition near the test plate 
even though it may be saturated in the plenum (naphthalene 
powder layers). Undersaturation is detected by sublimation on 
the inside hole surface. Conversely, the secondary mixture flow 
is oversaturated near the test plate when the mixture has a higher 
temperature than the plate. In this case, naphthalene deposits 
are detected on the inside hole surface. Thus, it is essential that 
the temperature difference between secondary air and the test 
plate be minimized by adjusting the heater power transformer 
for each run. 

2 Test Plate. The objective of the experimental facility 
is to enable determination of the local naphthalene sublimation 
rate on the inside hole surface and on the surfaces near the hole. 
The test surface, which models short-hole flow, is fabricated by 
perforating the flat plates. Surface area designated as mass trans
fer active is coated with a naphthalene layer for sublimation 
prior to being exposed to the air stream. 

The surface consists of a 7 by 7 square array of holes (in
line array) as shown in Fig. 3 (a ) . Hole to hole spacing is 3Dh 

in each direction with a hole diameter of 25.4 mm. The center 
hole of the array is cast with naphthalene and is located 950 
mm downstream of the trip wire. The square cast areas (AD,, 
X 4Dh) on the top and bottom are one half diameter bigger on 
each edge than the one square symmetry region (3D,, X 3D J . 
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Fig. 3 (a) Test plate of an array of holes 

-120.65 mm 
- 101.6 mm • 

, n _ _ . . Naphthalene 
' • ° ™ 4 J, 1.0 mm /layer 

Fig. 3 (6) Naphthalene cast test plate (cross section) 

When testing the single-hole flow, all of the holes in the array, 
except the center cast hole, are blocked. 

A cross-sectional view of the test plate is shown in Fig. 3 (b). 
The plate is an aluminum block pierced at its center by a hole 
of 25.4 mm (1 in.) diameter. In addition, the test plate contains 
a recess into which naphthalene is cast. Square cavities 101.6 
mm (4Z5,i) by 101.6 mm (4Dh) are machined in the center of 
the test plate on both the top and bottom surfaces. These become 
the naphthalene surface after casting. The rims around the 
square cavities provide a surface on which reference points are 
placed. The center hole (25.4-mm-dia) is recessed about 3.2 
mm deep. After casting, this recess is filled with naphthalene 
and the 25.4-mm-dia circular hole is formed. The center hole 
has a metal annular rim with thicknesses of 1.0 mm at the top 
and 1.5 mm at the bottom, which are exposed to the airflow. 
The rim at the bottom entrance is slightly thicker because it has 
a small indentation as an original point. The rims, which are 
nonsubliming surfaces, are used for inside hole measurements 
as reference points. Additional grooves, which roughen the re
cess area, provide stronger adhesion of naphthalene to the plate. 
The inserted thermocouple wires are glued in the groove of the 
surface. 

3 Naphthalene Casting Procedure. The naphthalene 
surface employed in the experiments is made by a casting pro
cess. This is achieved by pouring molten naphthalene into a 
mold, allowing the naphthalene to solidify, and separating the 
mold from the test plate. The mold consists of the test plate, 
highly polished aluminum flat plates, and a circular cylinder. 
The smoothness of the exposed naphthalene surface is compara
ble to that of the polished aluminum adjacent to it. 

4 Data Acquisition System. An automated surface mea
surement system is used to scan the profile of the naphthalene 
surface. This system satisfies several requirements to obtain 
useful local sublimation depths of a naphthalene surface, such 

as precise positioning of the plates, accurate depth measuring, 
and rapid data acquisition to minimize the natural convection* 
losses. Two different computer-controlled measurement sys
tems, an .XT-Table and a Four-Axis Table, are used for the flat 
plate measurement and the inside hole measurement, respec
tively. 

The measurement systems consist of a depth gage, a linear 
signal conditioner, a digital multimeter, stepper-motor driven 
positioners," a motor controller, and a microcomputer (detailed 
by Goldstein et al. (1985) for the flat plate measurement and 
Cho (1992) for the inside hole measurement). This automated 
system typically obtains about 2000 data points in one hour. 

The depth gage (a linear variation differential transformer; 
LVDT) has 0.5 mm linear range and 25.4 nm (1.0 ^in.) resolu
tion. The nominal sublimation depth in a test is around 50 ûm, 
about three orders of magnitude larger than the resolution. The 
linearity of the LVDT is within 0.1 percent of the measuring 
range (depth (mil) = 1.001 * voltage output (mV), within ±10 
mil). The measurement errors of the LVDT are about 0.15 //m 
(6 /Ltin.; 2a) for the flat plate measurement and about 0.45 \m\ 
(18 //in.) for the inside hole measurement with a stylus of 50.8 
mm length at a 95 percent confidence level. 

5 Measurements. To measure inside hole mass transfer 
rates, an extended stylus is used to reach deep inside the hole. 
The profile of the naphthalene surface elevation is measured on 
the measurements tables (i.e., Xy-Table and Four-Axis Table) 
before and after each data run. The difference between the two 
sets of surface elevations (with respect to a reference level on 
the nonsubliming metal surface) is a measure of the sublimation 
depth. The duration of the run is determined by the sublimation 
depth. The depth must be sufficient to make measurement errors 
small and yet the depth must not be large enough to influence 
the flow pattern. Each run time is selected so that the average 
sublimation depth of the naphthalene surface will be about 0.05 
mm (0.002 inch). The sublimation depth is two or three orders 
of magnitude higher than the measuring error. The maximum 
sublimation depth, about 0.2 mm, is about 0.8 percent of the 
nominal hole diameter of 25.4 mm. At a typical room tempera
ture (24°C), the run time ranged from 30 to 120 minutes de
pending on the Reynolds numbers. Because the vapor pressure 
of naphthalene is quite sensitive to temperature (about 10 per
cent change per °C), the naphthalene surface temperature is 
measured precisely using 7-type (copper-constantan) thermo
couples installed within the naphthalene, as close as possible 
to the surface. During the run, the temperature variation of the 
naphthalene surface is within about 0.2°C. 

The local mass transfer coefficient is defined as: 

hm 
P»,» Pv.° 

P,(8ZI8T) 

Pv.w 
(18) 

where p„ = 0 in the free stream. The Sherwood number can be 
expressed as: 

Sh„ 
hmDh 

A 
(19) 

naph 

The naphthalene vapor pressure is obtained from a correlation 
(vapor pressure-temperature relation) of Ambrose et al. 
(1975). Then, the naphthalene vapor density, pv,„, is calculated 
from the perfect gas law. Dnaph is determined from average 
values of Cho (1989) and Chen and Wung (1990). A discussion 
of the values for naphthalene properties is given by Goldstein 
and Cho (1993). During the experiment, extraneous sublima
tion losses by natural convection cannot be neglected, as they 
can be as high as 10 percent of a measurement at 24°C, though 
normally they are less than 5 percent. The additional sublima
tion losses occur during the measurement on the table, during 
storage and during installation of the test plate. For data correc
tion, an amount based on a natural convection rate and the 
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Table 1 Characteristics of boundary layer velocity profiles 

X 
(mm) 

freestream 
(m/s) 

8 
(mm) 

8* 
(mm) 

82 
(mm) 

H 

(57«2) 
721 

(1st row) 
8.88 21.3 3.68 2.64 1.39 

950 
(4th row) 

8.85 26.1 4.28 3.06 1.40 

Turbulence intensity, Tu s 0.52% 
Virtual origin of Turb. B.L., X = -253 mm 

(upstream of the trip wire) 
Injection hole diameter, Dh = 25.4 mm 
Hole to hole spacing, P = 3Dh 

measuring times is subtracted from the total sublimation depth 
(Cho, 1992). 

Uncertainty of the Sherwood numbers using Kline and 
McClintock's (1953) method for single-sample experiments, 
considering the measured temperature, depth, position and cor
relation equations, is within 7.1 percent in the entire operating 
range of the measurement based on a 95 percent confidence 
interval. This uncertainty is mainly attributed to the uncertainty 
of the properties of naphthalene, such as the naphthalene satu
rated vapor pressure (3.77 percent) and diffusion coefficient of 
naphthalene vapor in air (5.1 percent). In contrast, the error 
due to the depth measurement is only 0.9 percent. The other 
uncertainties are 0.1, 1.1, and 4.9 percent for T„, ps, and hm, 
respectively. 

6 Operating Conditions. The operating conditions for 
the free stream are specified in Table 1. In all experiments, the 
free-stream velocity, which is measured upstream of the injec
tion holes, is within 2 percent of the nominal velocity of 8.8 
m/s. The operational range of the secondary flow is at the 
blowing rate M = 0.22 to M = 2.18 (equivalent to the hole 
Reynolds number Reh = 3,000 to Re* = 30,000) for the single 
hole injection and M = 0.22 to M = 0.6 (Re„ = 3000 to R e 
= 8300) for the in-line array of holes. 

Results and Discussion 

1 Inside Hole Surface of Single-Hole Injection. The 
boundary layer thickness is 26.1 mm (thickness at 99 percent 
of free-stream velocity) at the center hole, which is about the 
same as the hole diameter, when the velocity is measured with
out injection. The inlet of the hole is located at YIDh = 0 and 
the exit at YIDh = 1.48 (Fig. 4) . Each end of the injection hole 

Odeg. 

0 deg. D 
(leading edge) 

C 

180 deg. 
(trailing edge) 

Fig. 4 Schematic flow pattern of inside hole with crossflow at low blow
ing rates 
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Fig. 5 Local Sh in hole with crossflow at exit for air injection (C2 = 0) 
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Fig. 6 Comparison of Sh,, with and without crossflow (single hole; C2 

= 0) 

has a circular rim for measurement purposes. Thus there are no 
data points at each end including the near region of the rims. 
The angle (around the inside of the hole) is measured from the 
leading edge (0 deg) of the injection hole to the trailing edge 
(180 deg) with respect to the mainstream flow, 

According to the flow pattern, which is based on the presenta
tion with fog flow visualization (only exit area) by Foss (1980) 
and the mass transfer rate distribution, the inside of the hole 
can be divided into four different regions, shown in Fig. 4. They 
are: 

(A) 

(B) 
(C) 
(D) 

separation/recirculation region at the inlet of the hole 
due to separation 
reattachment region 
developing region 
region affected directly by crossflow at the exit of the 
hole including separation near 8 = 0 deg 

(A) Separation/Recirculation Region. The flow may sep
arate at the edge of inlet when the flow enters the hole, because 
the inlet is not a streamline shape but has a right-angled edge. 
The mass transfer rate in this region is usually low due to the 
recirculation of the flow, which produces a thermal pocket of 
low velocity fluid (Fig. 5) . The Sherwood number distribution 
along the circumference is fairly uniform except at low blowing 
rates M = 0.22 and M = 0.37 (Figs. 5(a) and 5(b)). The 
peripheral variation of the Sherwood number at the low blowing 
rates is caused by the effect of the cross-stream flow, which 
can disturb the inside hole flow at low blowing rates. However, 
the variation is fairly small if it is compared with the case of 
no injection (Fig. 5(f)), even if the flow does not have a 
clear separation pocket. Bergeles et al. (1975) showed that the 
velocity distribution within a hole at 0.57 diameters from the 
exit and M = 0.24 is slightly different from that without cross-
flow. The size of the recirculation zone increases with the blow
ing rate because the jet at high blowing rates has more momen-

Table 2 Comparison of the peak and average values and the peak loca
tions of Sh with and without crossflow (single-hole injection) 

with cross-flow without cross -flow 

Reh M Shpeak Shh Ypeak/Dh Shpeak 

III Y„eak/Dh 
3100 0.22 77.1 52.9 0.26 39.2 30.1 1.15 
5000 0.37 113.5 76.6 0.37 106.6 70.2 0.67 
8000 0.57 155.6 103.5 0.44 155.8 107.2 0.56 

14000 0.99 217.3 152.0 0.47 230.9 152.6 0.62 
30000 2.18 358.1 268.7 0.54 372.0 266.6 0.58 

0 6 0 Angle (deg.) 120 180 

Fig. 7 Local Sh at Re„ = 5100 and M = 0.37 (C2 = 0) 

turn and is less affected by the crossflow (it is a contrast to the 
longer laminar separation at low Re for no crossflow, Fig. 6) . 
Thus, the recirculation zone at the high blowing rate, M = 2.18, 
reaches the same size as in the case without crossflow as shown 
in Fig. 6. A comparison of tests with and without crossflow 
shows that there is a big difference for Re,, < 5000 (o rM < 
0.37). The Sherwood number in region A (recirculation zone) 
is higher than that without crossflow due to the small size of 
the separation bubble with crossflow. 

(B) Reattachment Region. The reattachment region has a 
high mass transfer rate because the flow essentially impinges 
on the wall (Fig. 5). Generally, the peak point of the mass 
transfer rate will be located just before the flow reattachment 
point. The reattachment point lies on a band rather than at one 
line due to the unsteadiness of the flow. Even though the loca
tion of the reattachment is very different as shown in Fig. 6, 
the level of the peak Sherwood number is about the same as 
without crossflow, except at Re,, = 3000 (M = 0.22) where a 
laminar and weak reattachment is expected for no crossflow. 
This low Reynolds number flow generally has a long recircula
tion without crossflow. As explained, in region A the reattach
ment length increases with blowing rates (Re,,) and reaches the 
same length as in the case without crossflow. The reattachment 
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Fig. 8 Local Sh, in hole with crossflow at exit for saturated vapor injec
tion (C2 = 1) 

446 / Vol. 117, JULY 1995 Transactions of the ASME 

Downloaded 01 Jun 2010 to 171.66.16.54. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



0 30 60 90 

Fig. 9 Effectiveness (rj,„) in single hole at Y/Dh = 1.4 and U = 8.8 ms 

length (the length from the inlet of the hole to the peak point 
of Sherwood number) is compared with the case without cross-
flow in Table 2, including the peak values. The Sherwood num
ber at this region is fairly uniform in the circumferential direc
tion. 

(C) Developing Region. After reattachment, the bound
ary layers of flow and mass develop and the mass transfer rates 
decrease slowly at approximately the same rate as that without 
cross-flow (Figs. 5 and 6). In this region, the mass transfer rate 
is affected weakly by the crossfiow at the exit. The affected 
area, which is indicated by nonuniform Sherwood number in 
circumferential direction, is reduced with the blowing rate and 
finally approaches zero at the blowing rate of M = 2.18 (Re;, 
= 30,500, Fig. 5(e)). As shown in the circumferential variation 
in Fig. 7, the Sherwood number increases with the angle from 
the minimum value at the leading edge (0 deg) to the maximum 
value at the trailing edge (180 deg). The boundary layer of 
flow is thinned at 180 deg due to pushing by the crossfiow 
(shown by Bergeles et al. (1975) and Andreopoulos (1982)), 
which results in the higher mass transfer rates. The situation is 
reversed at 0 deg, however, even at the low blowing rate, the 
circumferential difference of the Sherwood number is relatively 
small (at most 30 percent) when it is compared with the axial 
variation of the Sherwood number. 

(D) Region Near the Exit of the Hole. This region is di
rectly affected by the crossfiow. The crossfiow pushes the jet 
toward the downstream edge of the hole. This detaches the jet 
from the leading edge (9 = 0 deg) of the hole at the hole exit 
as shown schematically in Fig. 4. The resulting vortex at the 
edge rolls along the periphery of the hole. The rolling vortex, 
which disturbs and interacts with the jet flow, helps to increase 
the mass transfer rates in this region (around 6 = 0 deg, Fig. 
5). The increased rate and affected area of Sherwood number 
decrease with an increase in the blowing rate. For high blowing 
rates this region is limited to a small area at the exit. In this 
region, the Sherwood number at the leading edge (8 = 0 deg) 
is higher than at the trailing edge (9 = 180 deg), shown in Fig. 
7 at YIDh = 1.4, due to the vortex. 

For flows injected with saturated naphthalene vapor (Fig. 8), 
mass transfer is found only in the vortex-affected exit area (Yl 
Dh ~ 1.34 — 1.48), which indicates mixing of pure air from 
the crossfiow. Figure 9 shows the effectiveness, r]iw (Eq. (17)), 
near the exit (Y/Dh =1 .4) and indicates that the vortex-affected 
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Fig. 11 Local Sh contours at Re„ = 0 and M = 0 (no injection) 

area is reduced with an increase in blowing rate. Note T?,1V = 1, • 
meaning that coolant flows cover the surface perfectly. From 
results based on the local measurement and naphthalene visual
ization (obtained with a long time run until the sublimation 
area was distinguished by the naked eye), the affected zone 
and depth are plotted schematically in Fig. 10 (the dotted area 
represents the band on inside hole surface for which the effec
tiveness is less than 1.0). This small area can be compared with 
the case of no injection in Figs. 5 ( / ) and 11, which shows that 
the entire hole area is affected. This implies that the inside of 
the hole will be damaged greatly by mainstream for no injection 
but can be protected from the mainstream with even a low 
blowing rate and the flow inside of a hole is not greatly affected 
by the mainstream except at low blowing rates. 

The overall average values (integrated over 9 and Y direc
tions) of Sherwood number are compared with the case without 
crossfiow in Table 2. This shows that the average values from 
the case without crossfiow can apply to the case with crossfiow 
except at the low blowing rate, M = 0.22. The average Sher
wood numbers are plotted in Fig. 12 and are correlated well by 

Sh„ = 0.19 Re?,'7 (20) 
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Fig. 10 Affected area of inside hole surface by crossfiow (near exit of 
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Fig. 13 Local Sh at the fourth row in an array of holes for air injection 
(C2 = 0) 

2 Inside Hole Surface of Arrays of Holes. The array in 
the present study is seven holes by seven holes, sometimes five 
holes by seven holes with each end hole blocked to obtain a 
high blowing rate. The center hole in the fourth row is coated 
with naphthalene. All data presented are determined from this 
center hole in the fourth row. It is not clear that this represents 
a fully developed condition at the fourth row; however, an 
ammonia and diazo paper surface visualization (presented in 
part II) shows a fairly developed pattern. Both the hole and 
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Fig. 15 Effectiveness (»),„) in an array of holes (fourth row) at Y/Dh •• 
1.4 and U = 8.8 m/s 

row spacings are three diameters and the array of holes consists 
of an in-line pattern. The boundary layer thickness is 21.3 mm 
(slightly less than the hole diameter) at the center of the first 
row (X = 721 mm; see Table 1) when the velocity is measured 
without injection. Other conditions are the same as for the case 
of single-hole injection described in the previous section. 

The overall pattern of Sherwood number distribution is simi
lar to the case for single hole injection (Figs. 5 and 13). The 
mass transfer rate is affected slightly less by the crossflow than 
that of the single hole injection, due to upstream jet flows. Zone 
D (Fig. 4) is confined only by the exit, and the increasing rate 
of Sherwood number at the exit is much less than for the single-
hole injection. The values of Sh[ are lower, as expected, than 
those of single-hole injection, Figs. 14. This is caused by the 
thickened boundary layer and the decreased near wall velocity 
of crossflow due to injection from the previous rows. As shown 
in Fig. 15, the values of effectiveness (TJ^, Eq. (17)) and the 
affected zone (zone D) do not change much with blowing rate. 
The affected zone of the inside hole surface depends on not 
only the cross-stream velocity (blowing rate) but also on the 
disturbance from neighboring jets (turbulence level). 

The reattachment point (exactly the peak points of Sh,,) at 
the blowing rate M = 0.22 shifts slightly downstream (Fig. 16) 
because the effective blowing rate will be higher due to the 
lower velocity of the crossflow at the surface of the fourth row. 
However, as shown in Fig. 16, the reattachment point is changed 
little with an increasing blowing rate for the array of holes. Note 
a separation zone is weakly changed with Reynolds numbers in 
turbulent flow. At about Re,, = 8000 (where turbulent reattach
ment is expected for both cases), the reattachment point is 
earlier than for the single hole. The reason is that the array case 
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Fig. 16 Comparison of average Sh with crossflow for a single hole and 
an array of holes (fourth row) 
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has less lateral momentum at the hole inlet due to the confined 
approaching flow. 

The overall average values (integrated over 6 and Y direc
tions) and the peak point of Sherwood number are compared 
with the case without crossflow in Table 3. These values also 
can be compared with the single-hole injection in Table 2 and 
Fig. 12. The comparison suggests that the average values from 
the case of single-hole injection and without crossflow can apply 
to the case of an array of holes with crossflow except at the low 
blowing rate. However, the reattachment points are different. As 
presented in Fig. 17 and Table 3, the reattachment length is 
approximately 0.2 hole diameters shorter than the case without 
crossflow at the same Re,,. 

3 Mass Transfer on the Hole Entrance Surface (Back 
or Windward Surface). Local values of the transfer coeffi
cient on the hole entrance surface is shown in Fig. 18. There 
is little difference, as expected, between the results with and 
without crossflow. Thus, data from tests without crossflow can 
be used to determine the heat/mass transfer on the back surface 
when crossflow is present. 

Conclusions 

Single Hole Injection 

( 0 Sh,, is fairly uniform along the circumference of the 
inside hole surface even at a low blowing rate of M 
= 0.22. This is very different from the case without 
injection, M = 0, which is highly nonuniform. 

(ii) The separation zone near the hole entrance is greatly 
shrunk by a crossflow at low blowing rates. However, 
at a high blowing rate, this zone increases to the same 
length as that for no crossflow. The Sh,, increases for 
a low blowing rate due to the short separation zone, 

Table 3 Comparison of the overall average values and the peak loca
tions of Sh in an array of holes with and without crossflow 

with cross-flow without cross-flow 

Re h M - S h h YBeak/Dh Sh h Ypeak/Dh 

3200 

5000 

8200 

0.22 

0.36 

0.60 

51.7 

74.4 

106.8 

0.36 

0.41 

0.37 

47.2 

70.4 

108.9 

0.74 

0.62 

0.56 
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Fig. 18 Local Sh on the backside surface at Reh = 30,500 and M = 2.19 

but the Sh,, downstream of reattachment is similar to 
that in the absence of crossflow. 

(Hi) The zone, inside the hole, affected directly by the cross 
stream is confined to the exit of the injection hole even 
at low blowing rates. The affected zone (effectiveness, 
r)t„, less than 1.0) is about 0.15Z3,, in depth and about 
±120 deg for M = 0.22 (from the leading edge: i.e., 
not affected at 180 deg) to ±75 deg for M = 1.0. This 
is very different from the case without injection. This 
suggests that the inside hole surface can be protected 
from the main stream even with the injection at low 
blowing rate. 

(iv) The averaged Sh,, is similar to that in the absence of 
crossflow except at low blowing rate. This implies that 
the averaged Sh,, without crossflow can often be used 
to predict that for flow into cross stream. 

For an Array of Holes. Sh,, is slightly different from that 
for the single-hole case. Sh,, is less affected by the crossflow 
due to presence of the previous rows. 

On the Back Surface. The Sh,, is essentially the same with 
and without crossflow. Thus, Sh,, on the back surface can be 
obtained directly by experiments without crossflow. 
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Heat (Mass) Transfer and Film 
Cooling Effectiveness With 
Injection Through Discrete 
Holes: Part II—On the 
Exposed Surface 
The heat (mass) transfer coefficient and the film cooling effectiveness are obtained 
from separate tests using pure air and naphthalene-saturated vapor injected through 
circular holes into a crossflow of air. The experiments indicate that Sherwood num
bers around the injection hole are up to four times those on a flat plate (without 
injection holes) due to the interaction of the jets and the mainstream. The mass 
transfer around the injection holes is dominated by formations of horseshoe, side, 
and kidney vortices, which are generated by the jet and crossflow interaction. For 
an in-line array of holes, the effectiveness is high and uniform in the streamwise 
direction but has a large variation in the lateral direction. The key parameters, 
including transfer coefficients on the back surface (Part I), inside the hole (Part I), 
and on the exposed surfaces, and the effectiveness on the exposed surface, are ob
tained so that the wall temperature distribution near the injection holes can be 
determined for a given heat flux condition. This detailed information will also aid 
the numerical modeling of flow and mass/heat transfer around film cooling holes. 

Introduction 
Film cooling has been studied by many investigators. The 

studies include injection through a single hole and multiple hole 
arrangements, as well as the effects of geometry (e.g., hole 
angles and spacing). Goldstein (1971) provided an early review 
of these film cooling studies. Film cooling effectiveness has 
seldom been measured near injection holes due to experimental 
difficulty and measurement errors; however, information in this 
region is essential in full coverage film cooling. Full-coverage 
film cooling is desirable in modern high-performance gas tur
bine engines, notably for a combustion chamber. In most full-
coverage film cooling studies, average values are measured for 
both parameters (heat transfer coefficient and film cooling effec
tiveness) due to the error caused by heat conduction. As an 
example, Choe et al. (1976) measured the row average heat 
transfer coefficient (averaged each row) for a geometry similar 
to that used in the present study (normal injection). Table 1 
presents a summary of work done in the full-coverage film 
cooling area. Recently, the local transfer coefficient near injec
tion holes, which is difficult to measure with heat transfer meth
ods, has been measured using naphthalene sublimation tech
niques [e.g., Kumada et al. (1981), Goldstein and Taylor 
(1982), and Kami and Goldstein (1989)]. 

In Part I of the paper, mass (heat) transfer coefficient distribu
tions on inside hole surfaces and internal walls (back surface) 
have been presented for normal injection through a single hole 
and an array of holes into a crossflow. The objective of Part II 
is to determine both cooling effectiveness values and heat/mass 
transfer coefficients on the exposed surface near the injection 
holes. These results will provide the information required to 
analyze temperature distributions and/or overall heat fluxes 
around injection holes. 

Contributed by the Heat Transfer Committee and presented at the ASME Winter 
Annual Meeting, New Orleans, Louisiana, November 28-December 3, 1993. 
Manuscript received at ASME Headquarters June 1994. Associate Technical Edi
tor: M. G. Dunn. 

As explained in Part I, two sets of experiments are conducted 
to determine both parameters, which are the heat transfer coef
ficient and the adiabatic film cooling effectiveness. Pure air is 
used as the secondary (injected) flow (C2 = 0) . That is equiva
lent to T2 = T„ (0' = 0) in the heat transfer case. When air 
saturated with naphthalene vapor is injected as the secondary 
flow (C2 = 1), the mass transfer system is equivalent to T2 = 
Tw(9' = 1) in the heat transfer case. Thus (as detailed in part 
I) , the equivalent to film cooling effectiveness, the mass transfer 
impermeable wall effectiveness, rjlw, can be determined by: 

Vix 
- i _ T± 

m0 

Sh[ 
= 1 -

ShJ 

(1) 

(2) 

Metzger et al. (1968) and Choe et al. (1976) presented their 
data in the form of h', which shows a linearity with 9'. Kumada 
et al. (1981) determined h' on a full-coverage film-cooled wall 
using a mass transfer method. The transfer coefficient, h', was 
obtained for different 6' using a mixture of air and naphthalene 
vapor (but not saturated) as a secondary gas. They also showed 
the linear relation between h' and 6' such that superposition 
of concentration fields is valid in the naphthalene sublimation 
method. The simultaneous determination of transfer coefficients 
and effectiveness values downstream of a tangential slot injec
tion was presented by Hay et al. (1986). They employed a 
swollen polymer technique (mass transfer) with laser holo
graphic interferometry to obtain these parameters using a satu
rated swelling agent vapor in secondary air injection. 

In the present study, the parameters are presented in both 
forms (i.e., Sh and r]lw in the first method (refer to Part I) and 
Shi in the second method; note Sh0 = Sh). In addition, the 
effectiveness is compared with that obtained from an ammonia 
vapor and diazo paper visualization. 
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Table 1 Full-coverage film cooling studies 

Author Hole 
Arrangement 

Spacing 
(P/D) 

Injection 
Angles 

Blowing 
Rate(M) 

Remarks 

Papell (1960) staggered 2 normal 0.5 - 21.8 effectiveness 
(only recovery area) 

Metzger et al. 
(1973) 

staggered 
& in-line 

4.8 normal 0 .1-0 .2 heat transfer coef. 
fit effectiveness 

Metzger et al. 
(1976) 

staggered 
& in-line 

4.8 normal 0.1 - 0.5 heat transfer coef. 
fit effectiveness 

Mayle & Camarata 
(197^ 

staggered 8 -14 3ff>&45° 0 .5-2 .0 heat transfer coef. 
& effectiveness 

Choee ta l . (1976) staggered 5 & 1 0 normal 0.1 - 1.0 heat transfer coef. 

Crawford e ta l . (1976) staggered 5&10 30* 0.1 - 1.3 heat transfer coef. 

Kim e t a l . (1979) staggered 5&10 30°&45° 0.0 - 1.5 heat transfer coef. 

LeGrlvea e ta l . (1979) staggered 8 normal 0.0 - 2.0 heat transfer coef. 

Sasaki e t a l . (1979) staggered 3(5&10) 45° 0 .15-0 .5 effectiveness 

Luckey & L'Ecuyer 
(1981) 

staggered 5 & 1 0 90>&2SJ 0.0 - 2.0 heat transfer coef. (circular 
cylinder: stagnation area) 

Kasagtetal . (1981) staggered 5&10 3Cf 0.3 - 0.7 effectiveness 

Kumadae ta l . (1981) staggered 5 3CP 0 .3-0 .7 heat (mass) transfer coef. 

Furuhama & Moffat 
(1983) 

staggered 5 SO3 0.4 heat transfercoef. 
(convex wall) 

Kasagl e ta l , (19881 Btaggered 5 3CP 0.3 - 0.7 effectiveness (concave, 
flat, & convex walls) 

Yavuzkurt 
(1979,1985) 

staggered 5&10 30* 0.4 & 0.9 velocity &Turb. K.E. 
(exp. fit numerical) 

Miller & Crawford 
(1984) 

up to 1.0 heat transfercoef. & 
effectiveness (numerical) 

Experimental Apparatus and Operating Conditions 
The experimental apparatus and the operating conditions are 

the same as in Part I of the paper. The surface consists of a 7 
X 7 square array of holes. Hole to hole spacing is 3 A, in each 
direction. The first row of holes is located 721 mm downstream 
of a boundary layer trip wire. The center hole of the array is 
cast with naphthalene and is located 950 mm downstream of 
the trip wire (starting point of naphthalene surface is 899 mm 
downstream of the trip wire). When testing single hole injec
tion, all of the holes in the array, except the center cast hole, 
are blocked. 

The free-stream velocity is approximately 8.8 m/s for all of 
the tests. The average turbulence intensity of the free stream is 
measured as 0.52 percent. The boundary layer velocity profiles, 

measured in the absence of injection and with the holes blocked, 
have characteristics of a fully developed turbulent boundary 
layer. The free-stream Reynolds number based on the injection 
hole diameter is 1.4 X 104 (equivalent to 5.2 X 105 based on 
streamwise distance at the center hole). The boundary layer 
thickness (based on 99 percent of free-stream velocity) of cross-
flow at the center hole is 26.1 mm, which is close to the injection 
hole diameter of 25.4 mm. This condition is different from 
transpiration cooling, where the boundary layer is much thicker 
than the pore size. The virtual origin of the turbulent boundary 
layer is 253 mm upstream of the trip wire. This leads to a virtual 
starting length of 1152 mm (i.e., 45.4 Dh) for the velocity 
boundary layer before it encounters the naphthalene surface. 

Ammonia Vapor and Diazo Paper Surface 
Visualization 

The general method of ammonia vapor and diazo paper used 
for the mass transfer analogy is presented by Eckert (1976). 
Johnston (1964) and Dring et al. (1980) used an ammonia and 
diazo paper method to visualize the effects of film cooling jets 
on the endwall and/or of the flow around a rotating blade. 
This method is adopted to visualize the effectiveness patterns 
downstream of the injection holes. Anhydrous ammonia and 
diazo paper are used for this surface visualization study. When 
the ammonia vapor, mixed with the secondary air prior to injec
tion, makes contact with the diazo paper, the yellow color of 
the diazo paper changes to blue. The blue shade shows the 
traces of the jet streams and thus where the surface is protected 
from the mainstream, which is free of ammonia. Therefore, the 
darker shade can be analyzed as relatively higher film cooling 
effectiveness. However, the diazo paper is not an impermeable 
surface and the paper may absorb some of the ammonia vapor. 
The blue shadings represent a combination of the effectiveness 
and the mass transfer rate. However, the visualizations provide 
good qualitative data for the local effectiveness. 

Using a video image processor, the subtle shadings of the 
resulting visualizations are analyzed. The various gray shadings 
are transferred to their corresponding numerical values on each 

Nomenclature 

A naph 

C2 = dimensionless mass fraction of 
naphthalene vapor in the second
ary flow; C2 = 0 for pure air in
jection and C2 = 1 for naphtha
lene saturated vapor injection 

Dh = hole diameter = 25.4 mm in pres
ent study 

: mass diffusion coefficient for 
naphthalene vapor in air 

H = height of protruding cylinder 
h = heat transfer coefficient 

h' = heat transfer coefficient defined 
by Eqs. (4) and (10) in Part I 

hm = mass transfer coefficient 
h'm = mass transfer coefficient (Eq. 

(12) in Part I) 
h'a = heat transfer coefficient for T2 = 

Too, h'0 = h 
M = blowing rate = p2U2l p«,U„ 
m = naphthalene mass transfer rate 

per unit area 
ma = naphthalene mass transfer rate 

forp„,2 = p„,»(Eq. (1)) 
»ii = naphthalene mass transfer rate 

forp„,2 = p„,„(Eq. (1)) 
« = an exponent in the analogy: Nu/ 

Sh = (Pr/Sc)" 

P = pitch of an array of holes (i.e., 
hole-to-hole spacing; 3Dh) 

Pr = Prandtl number = [i Cplk 
qw — heat flux 

Reft = Reynolds number based on the 
hole diameter and an average ve
locity in hole = VDhlv 

Sc = Schmidt number for naphthalene 
in air = WDnaph =s 2.28 at 298 K 
and 0.1 MPa 

Sh = Sherwood number based on the 
holediamter Dh; Sh = hmDh/Dms,h 

Sh, = Sherwood number for flow over 
a solid flat plate 

Sh' = Sherwood number based on 
"m> «mAi 'Aiaph 

Sho = Sherwood number for pv2 = pv«, 
(Eq. (2)) ;ShJ = Sh 

Shi = Sherwood number for pv2 = pvw 

_ (Eq. (2)) 
Sh = lateral average Sherwood number 

(over -1 .5 < ZIDh == 1.5) 
7*2 = temperature of the secondary flow 

Taw = adiabatic wall temperature 

T„ = local wall temperature 
Tz = free-stream temperature 
U = average velocity in hole 

Uoo = approaching velocity (free-stream 
velocity); about 8.8 m/s in present 
study 

X = streamwise (crossflow) distance 
from center of injection holes 

Z = lateral distance across span mea
sured from center of injection 
holes 

6 = boundary layer thickness (based 
on 99 percent of free-stream veloc
ity) 

T)a„ = adiabatic wall cooling effective
ness 

r)iw = impermeable wall effectiveness 
K = constant defined in Eq. (7) = 

(A! - K)IK 
v = kinematic viscosity = ptl p 
8 = angle around injection hole = 0 

deg at the leading edge 
9' = dimensionless temperature = 

(T2 - r„)/(7,
vv - r„) 
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Fig. 1 Divided regions with jet injected into crossflow (cf. Goldstein and 
Taylor, 1982) 

pixel. The numerical values of the image are not correlated 
linearly with the effectiveness values, however the numerical 
values (i.e., relative values, but not absolute values) match 
fairly well with the local effectiveness. 

Results and Discussion 

First, the flat plate mass transfer coefficient is measured from 
the naphthalene test plate (the center hole is plugged by naph
thalene) with all of the injection holes blocked. The resulting 
coefficients are compared with the heat transfer correlations 
using the heat/mass transfer analogy and with a correction factor 
of inactive/equivalent of unheated starting length. The mea
sured mass Stanton numbers fall within 4 percent from the 
results of von Karman's formulation (1939). This indicates the 
validity of the analogy with which the present results can apply 
for heat transfer. The discrepancy is within the estimated uncer
tainty of 7.1 percent with a 95 percent confidence level. 

The measured local mass transfer rates are presented in a 
normalized form with the ratio of the mass transfer rate with 
injection to the mass transfer rate from a solid flat plate. Pre
senting the results in the normalized form may eliminate bias 
errors existing in the experimental system or in the properties 
of naphthalene. Also, the normalized value can be converted 
easily to a heat transfer value without determining the unknown 
exponent in the analogy Nu/Sh = (Pr/Sc)". 

1 Injection Through Single Hole 

1.1 Local Heat/Mass Transfer Coefficient. The mass 
transfer rate around a normal jet injected into a crossflow can 
be divided into three different regions as shown schematically 
in Fig. 1(a) . They are: 

(A) Upstream region of the injection hole 
(B) Adjacent side regions of the injection hole 
(C) Region downstream of the injection hole 

(A) Upstream region of the injection hole. This area shows 
little change due to the jet injection at low blowing rates, but 
the Sherwood number in this area increases quickly as the blow
ing rate is increased. The flow pattern around the injected jet 
can be divided into two different forms with respect to the 

blowing. The expected flow patterns are drawn in Fig. 2 for 
both cases. The injected jet stream will be suppressed by the 
crossflow and spreads on the surface at low blowing rates. Thus, 
mass transfer rates at the upstream region (region A) are slightly 
different from those of flow over a solid flat plate (Figs. 3(a) 
and 3(c)) . At high blowing rates, the jet will penetrate into the 
crossflow, and the vortex shedding of the jet takes the form of 
ring vortices, Fig. 2. This results in a crossflow that is highly 
disturbed by the jet injection, even upstream of the jet. At the 
high blowing rate M = 2.19, a peak Sherwood number, at XI 
Dh — -0 .5 and ZIDh = ±0.3, is approximately three times that 
of flow over a solid flat plate (Fig. 3(g)). A high Sherwood 
number is obtained in all regions around the periphery of the 
injection hole (cf. the contour plot in Fig. 4(e)) . Note that the 
area between the two circles in the contour plots represents the 
(0.04 Dh wide) rim of the nonsubliming metal, which is used 
for reference points, where the smaller circle represents the 
injection hole. This high value will be caused by interaction 
between the jet and the crossflow, which results in the vortex 
shedding of the jet and the horseshoe vortex formed by the 
crossflow. The surface trace of the horseshoe vortex, formed 
around a solid bar in crossflow, is clearly shown in Figs. 3(«), 
3(,/'), and 4(f). These results are obtained by the measurements 
with circular solid bars, which are placed at the hole site with 
ratios of height to diameter HIDh = 1. When the Sherwood 
number of the jet flow is compared with the flow around the 
solid bar, the magnitude and the affected area associated with 
the jet are less than with flow around the solid bar. The horse
shoe vortex system around the jet (at high M) may be formed by 
crossflow as the geometric similarity. However, Andreopoulos 
(1985) has shown that the horseshoe-vortex around the jet is 
weak and may be collapsed by the jet vortex shedding. When 
the jet is injected into the crossflow at 35 deg from the surface, 
the high Sherwood number upstream of the jet does not occur 
(Goldstein and Taylor, 1982). 

(B) Adjacent side regions of the injection hole. This region 
is formed beside the injection hole due to the interaction of the 
crossflow and the injected jet. A high mass transfer rate gener
ally occurs in this region due to the high shear from the interac
tion. This region is confined between ZIDh = 0.5 and 1.0 with 
the region, Z/Dh > 1.0, not affected by the jet injection (Figs. 
3 and 4) . The peak point of the Sherwood number moves up
stream with an increased blowing rate. This peak occurs at XI 
Dh = 0.2 for M = 0.22 and at X/Dh = 0.0 for M = 2.19. The 
peak value increases from Sh/Sh, = 2.5 at M = 0.22 to Sh/Sh, 
= 3.6 at M = 0.57, and then decreases gradually to Sh/Sh, = 
3.4 at M = 0.99 and Sh/Sh, = 3.0 at M = 2.19 (Fig. 3) . The 
side vortex, created by the shearing action, is formed near the 
surface at low blowing rates where the injected jet stream 

(a) LOW M 

(b) HIGH M 

Fig. 2 Expected vortex patterns with jet injected into crossflow 
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Fig. 3 Normalized Sh for single-hole injections 

spreads on the surface by the crossflow. This side vortex is 
responsible for the high transfer coefficient. However, the side 
vortex will form farther from the surface at higher blowing 
rates; likewise, the jet will penetrate farther into the crossflow 
and will be confined within the horseshoe vortex formed up
stream of the injection hole. The Sherwood number contours 
(Fig. 4) , which are obtained on the surface, show that the side 
vortex shrinks with increasing blowing rate and is formed like 
a corner vortex surrounded by a horseshoe vortex around a solid 
bar within a crossflow. The contour pattern indicates that the 
vortices formed around the jet stream are weaker than the vorti
ces around the solid bar. 

(C) Region downstream of the injection hole. In this region, 
the pattern of Sherwood number distribution can be divided 
into two groups based on whether the injected jet lifts up or 
not. Close examination of the contour plots shows that the low 
transfer region just downstream of the hole is bounded by two 
high transfer zones due to the side vortices (Figs. 4(a) and 
4(b)). This area decreases in width with increased blowing 
rate in the low blowing rate range. This contour pattern is quite 
different from that with angled injection (35 deg and a row of 
injection holes; Goldstein and Taylor, 1982). By increasing the 
blowing rate t o M = 0.57 (Fig. 4(c)) , the low transfer region 
is narrowed and detached from the periphery of the injection 
hole. The isolated low transfer region moves downstream as 

the blowing rate is increased (Fig. 4(d)); at M = 2.19 this low 
region has moved off the measurement domain (Fig. 4(e)) . 
This region is related to the area of high film cooling effective
ness, which will be discussed later. This region is created be
cause the injected jet blocks the crossflow and is somewhat 
similar to the separation region created by flow around a solid 
bar. Note the low transfer coefficient on the endwall appears in 
the wake zone behind the solid cylinder. 

The Sherwood number variation in the axial direction (along 
ZIDh = 0) has three patterns (Figs. 3 for XIDh > 0.5). At low 
blowing rates M s 0.35, the Sherwood numbers, following a 
minimum just downstream of the injection hole, increase up to 
XI Dh = 1.1 at M = 0.22 (Fig. 3(a) ) . The Sherwood numbers 
gradually decrease downstream of the peak points. At a moder
ate blowing rate (M = 0.57), the Sherwood number has a 
maximum at the trailing edge of the hole, reaches a minimum 
downstream, and then increases slowly as shown in Fig. 3(c) . 
At the higher blowing rates M a 1.0, the Sherwood number 
shows a maximum at the trailing edge of the hole and decreases 
downstream (Figs. 3(e) and 3(g)) . With a crossflow around a 
solid bar, the location of the minimum is at XIDh = 0.7 and 
1.5 for the heights HIDh = 1 and 6 (Figs. 3(i) and 5(c)) , 
respectively. When there is no injection through the hole (cavity 
flow on a flat plate), the affected area is closely confined down
stream from the hole, although there is a big effect on the inside 
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Fig. 4 Sh/Sh, contours for single-hole injections 

surface of the hole (Part I) . The Sherwood numbers achieve a 
maximum at the trailing edge of the hole and then decrease 
quickly downstream, Fig. 3(k). This cavity flow behavior is 
completely different from that involving blowing from the hole 
in which the jet blocks and deflects the crossflow, even for the 
low blowing rate case. 

A kidney-type vortex is formed downstream of a jet as shown 
by Goldstein et al. (1968). In the lateral view, the minimum 
(valley) of the Sherwood number is between two peaks as 
indicated in Fig. 3. The two peak points correspond to the high 
shear regions that are swept by the side and the kidney-type 
vortices. At blowing rate M = 0.22 as shown in Fig. 3(b), the 
first peaks for XI Dh = 0.7 are placed at ZIDh = ±0.55, while 
the second "peak" barely exists at ZIDh = ±0.3. The first 
peaks, which are caused by the upstream side vortex, are dimin
ished at XIDh = 1 . 5 . The second peaks, which result from the 
kidney vortex, are developed as the jet moves downstream and 
are shown clearly at XID,, = 1.5. At the blowing rate M = 0.57 
(Fig. 3(d)), the first "peak" is indicated at ZID,, = ±0.7 as 
a break in the slope of Sh and the second (true) peaks at Z/Dh 

= ±0.4 have a higher value. The Sherwood numbers at the 
peaks (the second peaks) and the valley at the center between 
the peaks increase quickly with the blowing rate and reach a 
higher value than at the sides of the hole. At the blowing rate 
M = 2.19 (Fig. 3(h)), there is only one high peak (no valley 
point), which is four times higher than Sh for flat plate flow, 
located at the center for XIDh = 0.7; two peaks also exist 
downstream at XIDh = 1.5. When the pattern of Sherwood 
number distribution is compared with the crossflow around a 
solid bar, there are differences. Even the distributions of Sher

wood numbers for the different ratios of height to the diameter 
of solid cylinders, HID = 1 and 6, show a big difference in 
the downstream region (Cho, 1992). 

1.2 Average Mass Transfer Rates. The nondimensional 
Sherwood numbers, averaged over -1 .5 < ZIDh =s 1.5, exclud
ing the injection hole area, are presented in Fig. 5. The selected 
averages increase with blowing rates in region A (XIDh s 
-0 .1) where they show a small peak at XI Db = -0.6. At 
the middle part (region B around XIDh = 0.5), the averaged 
Sherwood numbers divide to two groups. One group at low 
blowing rates (M < 0.37) shows that the average Sherwood 
numbers, even low values, increase gradually and then decrease 
slowly after XIDh = 0.4 (Fig. 5(a) ) . The other group with the 
higher blowing rates (M > 0.57) indicate that the average val
ues reach a peak at XIDh = 0.6 and then drop to a value of 1.5 
or 1.6, which is almost invariant with blowing rate (Fig. 5(b)). 
The pattern of the average values around the solid bars, as 
shown in Fig. 5(c) , is somewhat different from the jet injection. 

Figures 5(a) and 5(b) present a comparison with angled 
injection (35 deg) results for a row of injection holes from 
Goldstein and Taylor (1982) at various blowing rates. The aver
age values for normal injection are approximately 30 percent 
higher than the 35 deg injection (cf. the normal jet covers less 
exposed surface area). At low blowing rates (Fig. 5 (a) ) , the 
angled injection has two clear peaks. A t M s 2.0 (Fig. 5(b)), 
the normalized average Sherwood numbers have a similar trend 
(but with different magnitudes) in both cases for X/Di,*sin*6) 
== -0 .3 . However, the 35 deg injection has a low value at the 
upstream part (about X/DA*sin(35 deg) s - 0 . 3 ; the leading 
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Fig. 5 Normalized average Sh for single-hole injections (-1.5 s ziDh 
s 1.5) (compared to a row of 35 deg injections, Goldstein and Taylor, 
1982) 

edge of the hole) due probably to absence of the horseshoe 
vortex. 

Heat/mass transfer coefficient around the injection hole is 
about four times higher in local value than flow over a solid 
flat plate and twice as large on the lateral average. However, 
the area taken for the average is arbitrarily chosen, -1 .5 < Zl 
Dh < 1.5. Therefore, heat/mass flux around the injection hole 
must be determined by the local coefficient rather than an aver
age value or that of flow over a solid plate. 

1.3 Film Cooling Effectiveness. The pattern of film cool
ing effectiveness is shown with local values and in contour 
plots. In region A (Fig. 1(a)) , the effectiveness has a nonzero 

value, although very small, at blowing rates of M > 0.57 (Fig. 
6(c)) . This can be explained by the mixing of the jet stream 
and the crossflow that forms the down-washing (horseshoe) 
vortex and/or the vortex shedding of the jet stream (Fig. 2(b)). 
High effectiveness values are obtained near the hole at the lower 
blowing rate M = 0.22 because the injected jet spreads over 
the downstream surface. However, the effectiveness decreases 
quickly downstream because there is less mass flux for a low 
blowing rate of injection jets. The effectiveness decreases with 
an increasing blowing rate due to the jet penetrating into the 
crossflow. The film cooling effectiveness reaches the maximum 
near the downstream edge of the injection hole and decreases 
downstream from it at M =s 0.57 (Figs. 6(a) and 6(c)) . How
ever at higher blowing rate M = 1.0 (Fig. 6(e)), the maximum 
point of effectiveness (along Z/Dh = 0) is placed at XIDh = 
0.8, at which the low transfer rate occurred. Generally, the low 
transfer region downstream of the injection hole corresponds 
with the highest film cooling effectiveness. However, the high 
effectiveness also is found at the high heat transfer region, 
which is caused by the jet stream rather than the crossflow, 
such as the zone swept by the kidney vortex. As shown in Figs. 
6(b), 6(d), and 6(f), the uniform high effectiveness zone for 
XIDh = 0.7 is within the two peaks of the Sherwood number, 
which will be related to the location swept by the kidney vortex 
and was explained as the ' 'second peak'' in the previous section. 
The kidney vortex region having a relatively high value of 
effectiveness is in the same region of high transfer rates (Sh/ 
Sh, > 1.0; the flow field affected by the jet injection). This 
phenomenon is found for low blowing rates M s 0.57. A jet 
stream touching the surface can produce high effectiveness and 
mass transfer but the main flow can only produce high mass 
transfer. The region with nonzero effectiveness is smaller than 
the high mass transfer region caused by the injected jet for 
blowing rate M = 1.0(Figs. 3 ( / )and6( / ) ) .Theareacommon 
to the two regions (zero effectiveness but high transfer rate) 
will have higher surface temperature because of the increasing 
transfer rate. Figure 7 shows values of average effectiveness 
over -1 .5 =s ZIDh =s 1.5. 

The surface visualizations, Fig. 9, obtained with ammonia 
and diazo paper, agree fairly well with the contour plots in Fig. 
8. The magnitude of the contour plots, Figs. 9(b) and 9(d), 
obtained from the gray shadings of the visualization (Figs. 9(a) 
and (c)) , is somewhat arbitrary. The darkest point (maximum 
effectiveness point) is assigned a value of 100 and a light region 
(zero effectiveness) is assigned a value of 0. 

The surface temperature distribution around the injection hole 
can be derived from the heat transfer coefficient, the film cool
ing effectiveness, and a presumed heat flux. 
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Fig. 6 Effectiveness values for single-hole injection (U, = 8.8 m/s) 
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Fig. 7 Lateral average effectiveness values for single-hole injection 
( - 1 . 5 s Z / D „ s 1.5) 

1.4 Sherwood number, Sh{, With Saturated Vapor Injec
tion. Local values of the Sherwood number, Sh[, obtained 
from the saturated vapor injection, are plotted in Fig. 10. In 
region A (Fig. 1(a)) , Sh[ is slightly different from Sh. That 
can be explained by small mixing of the jet stream with the 
down-washing vortex (horseshoe vortex) of the crossflow. In 
region B, the side vortex (interaction) mixes well with the jet 
stream and the crossflow, and results in a high vapor concentra
tion and less mass transfer on the surface. This effect is greater 
at lower blowing rates since the vortex remains on the surface. 
At high blowing rates, the vortex lifts up and has less effect on 
the surface. 

In region C, the injected jet stream, which consists of satu
rated naphthalene vapor in air, covers the downstream surface. 
This results in smaller mass transfer, less than that of flow over 

i i i i r i i i i i i i 

(a)M = 0.22 

I I I [ I 

I I I I I I I 

(b) M = 1.0 

i i i i i i a i 

Fig. 8 Contours of r;̂  for single-hole injections 

Journal of Turbomachinery 

a solid flat plate, and high film cooling effectiveness. At M = 
0.22 (Fig. 10(a)), Sh[ has a minimum just downstream of the 
injection hole, and increases downstream from this-. However, 
at higher blowing rates M a 0.57 (Figs. 10(c) and 10(e)), 
Sh [ has a maximum near the trailing edge of the injection hole, 
reaches a minimum downstream and then increases slowly be
yond the minimum location. The locations of the minimum 
(along Z/Di, = 0) are at XI Dh = 0.8 and 1.0 at blowing rates 
M = 0.57 and 1.0, respectively. Sh[ is higher than for the lower 
blowing rate, even though it has a higher mass flux of naphtha
lene, because the jet penetrates into the crossflow for high blow
ing rates. 

A second effect is caused by the movement of the mixed side 
vortex. For XID„ = 0.7 in Fig. 10(0"), the "first peak" of 
Sh J, which is caused by the side vortex, has a lower value at 
ZIDh = ±0.7, and the "second peak", shown in pure air used 
as the injected flow (Fig. 3(d)), disappears due to sweeping 
of the kidney vortex with saturated vapor. At M - 1.0 (Fig. 
10 ( / ) ) , Shi at XIDh = 1.5 is lower than at XIDk = 0.7. This 
is caused by touchdown of the jet stream after lifting up. Figure 
11 shows the average values of Sh I. 

2 Injection Through an Array of Holes 

2.1 Heat/Mass Transfer Coefficient. The injection holes 
for the seven by seven in-line array have a spacing of three 
hole diameters in both directions. The center hole area of the 
fourth row is cast with naphthalene (active area) rather than 
the entire array of holes; thus this closely, but not perfectly 
simulates an active area for the entire array. However, Kumada 
et al. (1981) show that the coefficient remains almost constant, 
depending on the blowing rate, from row to row. Thus in the 
present results (Fig. 12), the heat/mass transfer coefficient is 
a local value for an active region surrounding one hole in the 
array, but it is close to the local values on an active array 
surface. In the upstream region ( -2 .0 < XIDh < -1 .0 ) , the 
values of Sherwood number presented will be different from 
an active array value as discussed, but these can be replaced by 
the values in the region 1.0 < XIDh < 2.0, assuming periodicity. 
However, film cooling effectiveness, which is determined in 

VISUALIZATION ATM-0.35 
CONTOURS OF IMAGE AT M - 0.35 

i n — m — i — i — r -

VISUALIZATION AT M . 1.0 (d) CONTOURS OF IMAGE AT M - 1.0 

Fig. 9 Ammonia-diazo surface visualization for single-hole injection 
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Fig. 10 Normalized Sh j (using saturated naphthalene vapor) for single-hole injection 

Eq. (1) or (2) , represents the same value as would be found 
with an active array because the effectiveness correlates with 
both pure air and saturated vapor injections. At the fourth row, 
the change in the flow pattern in subsequent rows is small as 
shown in surface visualizations and local measurements. To 
show the difference from the first row to the fourth row, extra 
measurements were conducted with the first three, two, or one 
rows blocked. It follows that the heat/mass transfer coefficients 
are determined at each row, from the first to the fourth. The 
values change slightly from the third row to the fourth row 
shown by Cho (1992). 

In arrays of normal injection holes, the mass transfer rate on 
the exposed surface can be divided into three different zones 
as shown schematically in Fig. 1(b). Region A in the single-
hole injection is replaced by region C due to the periodic pattern. 
The regions are: 

(B) adjacent side regions of the injection holes 
(C) regions downstream (or upstream) of the injection 

holes 
(D) middle regions between the injection holes 

The boundary layer thickness, 99 percent of free-stream ve
locity, of the crossflow at the first row is 21.3 mm. Region B 
has a reduced area with respect to the single-hole injection, and 
it is shifted slightly to the downstream side. In this region, the 
peak value around XI Dh = 0.1 for ZIDh = 0.6 is reduced 
approximately 20 percent from that with single-hole injection 
(Figs. 3 and 12). This is a result of the neighboring holes, which 
restrict the flow. In region C, two differences are indicated. The 
first is that the pattern of Sherwood numbers is similar to a 
slightly higher blowing rate with a single-hole injection. This 

Fig. 11 Normalized average Sh; for single-hole injections (-1.5 s Z/Dh 

=s 1.5) 

can be attributed to a more developed boundary layer and a 
lower near-wall velocity of the crossflow due to the interference 
with the preceding rows. The other difference is that the two 
peaks for XI Dh = 0.7 shift to the center and the values for XI 
Dh = 1.5 are flat. This is because the flow is restricted by the 
neighboring holes and the kidney vortex cannot develop or may 
lift up from the surface due to injection from the next rows. In 
region D, the values are affected slightly because the holes lie 
in an in-line array. 

The variation of the local values is milder than at the single-
hole injection. The flow is disturbed and mixed in the whole 
flow field, and this reduces the strength of the individual vorti
ces. If the average values are compared with the single-hole 
injection, the average values are approximately the same at the 
blowing rates M = 0.22 and 0.36, but the average value at M 
= 0.6 is lower for the array. 

2.2 Film Cooling Effectiveness. The local values of film 
cooling effectiveness at the fourth row in an array with normal 
injections are presented in Fig. 13. The center lines between 
rows of holes are placed at XIDh = ±1.5. The values at XIDh 

= ±1.5 match each other well, except along ZIDh = 1 . 0 and 
1.5 lines, which are in region D (Fig. 3(b)). This may be due 
to the gradual accumulation and spread of injectant along hole 
columns. In regions B and C (adjacent side and behind hole), 
the film cooling effectiveness values are about the same as for 
the single hole injection. However, the values are compared 
only at a low blowing rate (at which the injected jet spreads 
on the surface) and near the injection hole with a small spacing. 
If a high blowing rate were used, the results might be somewhat 
different. The effectiveness values increase gradually in region 
D because injectant accumulates from the front rows. Figure 
14 shows the laterally averaged values. 

ShJ is presented in Fig. 15 at a blowing rate M = 0.22. The 
overall pattern of the values is similar to the single-hole injec
tion, except for the region some distance upstream of the hole. 

Conclusions 

With injection through a single hole the peak heat/mass trans
fer is up to four times that for a similar mainstream flow over 
a solid plate. The corresponding ratio of the average value of 
Sh is about 2.4 for blowing rate from 0.22 to 2.19. The peak 
value of the film cooling effectiveness is approximately 1.7 
times the laterally averaged value. With injection through the 
in-line array of holes, the peak mass transfer coefficient, Sh, is 
approximately two times the laterally averaged value even in 
the low blowing rate range M = 0.22 to 0.6. As a result of the 
extreme differences between peaks and the average, it is difficult 
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Fig. 12 Normalized Sh for an array of hole injections (at fourth row) 

(b) Reh = = 3000 and M = 0.22 (lateral) 

: D 
• 

: A 

X/Dh 
: -1.2 
: -0.6 
: 0.0 
: 0.7 
: 1.5 

I i 1 I i 1 

to predict the heat transfer coefficient and the film cooling effec
tiveness from a local averaged measurement in the near hole 
region. 
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Fig. 13 Effectiveness for an array of holes at M = 0.21, U = 8.8 m/s, 
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Fig. 14 Lateral average effectiveness for an array of holes at U = 8.8 
m/s and fourth row (-1.5 s ZIDh s 1.5) 

(») 

Injection Through a Single Hole 

( 0 For M < 1.0, the Sh is high on the side region of the 
injection hole due to an interaction of the jet and the 
main stream. The Sh is approximately three to four 
times that of flow over a solid flat plate. For M > 1.0, 
Sh is high on the downstream surface of the injection 
hole and the value is about three to four times higher 
than with a solid flat plate. 
The mass transfer around the injection holes is domi
nated by formations of horseshoe, side, and kidney-
type vortices, which are generated by the jet stream 
and crossflow interaction. However, the Sh pattern is 
different from flow around a solid bar, which is domi
nated by the horseshoe and corner vortices. 
For a case without injection, but open holes, the Sh is 
slightly different from that with a solid flat plate. The 
affected area on the exposed surface is confined only 
to the downstream region. However, the inside hole 
surface is largely affected by the crossflow (Part I ) . 

O'v) The local film cooling effectiveness near the injection 

{Hi) 

-0.5 0 0.5 
Z/Dh 

Fig. 15 Normalized Shi for an array of holes at M = 0.22 and fourth row 
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hole is obtained by pure air and naphthalene-saturated 
vapor injections. The results compare favorably with 
the ammonia and diazo paper surface visualization. 

Injection Through an Array of Holes 

(i) The overall pattern of Sh is similar to that for the 
single hole injection, except at the upstream region, 
which is, however, the downstream region of the previ
ous hole (cf. periodic for an array). The variation is 
milder than for the single-hole injection due to mixing 
of the flows. 

(ii) On the side region of the holes, Sh is reduced slightly 
from that with single-hole injection because the cross-
flow is restricted by the neighboring holes. The overall 
Sh is comparable to that of a slightly higher M with 
single-hole injection because the near-wall velocity of 
cross stream is lower near the surface due to jet inter
ference. 

(Hi) The effectiveness is high and uniform in the stream-
wise direction but not in the lateral direction (across 
the holes) in the in-line array of holes. 
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Buoyancy-Affected Flow and 
Heat Transfer in Asymmetrically 
Heated Rotating Cavities 
Finite-volume predictions are presented for the convective heat transfer rates in a 
rotating cavity, formed by two corotating plane disks and a peripheral shroud, and 
subjected to a radial outflow of cooling air. The heating of the disks is asymmetric, 
the air entering the cavity through a central hole in the cooler (upstream) disk. The 
predicted Nusselt number distributions for each disk are compared with unpublished 
data from the University of Sussex for dimensionless mass-flow rates in the range 
2800 =s Cw •& 14,000 and rotational Reynolds numbers, Ree, up to 5.2 X 106. A 
single-grid elliptic procedure was used with turbulent transport represented via a 
low-Reynolds-number k-e model and the turbulence Prandtl number concept. In 
comparing the predicted and measured convective heat fluxes, it is important to 
consider the radiative heat exchange between the disks. This is estimated using a 
conventional view-factor approach based on black-body emission. Under conditions 
of asymmetric heating, rotationally induced buoyancy forces can exert significant 
effect on the flow structure, the induced motion tending to oppose that imposed by the 
radial outflow. Indeed, flow visualization studies have revealed that, as the rotational 
Reynolds number is increased (for a fixed value of C„), the flow in the source region 
initially becomes oscillatory in nature, leading eventually to the onset of chaotic flow 
in which the usual Ekman layer structure does not persist in all angular planes. The 
extent to which the effects of such flow behavior can be captured by the steady, 
axisymmetric calculation approach used here is questionable, but it is found that the 
turbulence model (used previously for the prediction of heat transfer in symmetrically 
heated cavities) still leads to good (±10 percent) predictive accuracy for the heated 
( downstream) disk. However, the predicted Nusselt numbers for the cooler ( upstream) 
disk generally show little accord with experimental data, often signifying heat flow 
into the disk instead of vice versa. It is concluded that the modeling of the turbulent 
heat transport across the core region of the flow is erroneous, especially at high 
rotational Reynolds numbers: This is attributed to overestimated turbulence energy 
production in that region due to the action of the radial-circumferential component 
of shear stress (vw). Adoption of an algebraic-stress model for this shear stress is 
partly successful in removing the discrepancies between prediction and experiment. 

1 Introduction 

The continual improvements in gas-turbine engine perfor
mance brought about by increased operating temperatures are 
largely due to advances in materials technology and the exten
sive use of internal cooling systems. Internal cooling is obtained 
by extracting air from the compressor in order to maintain the 
temperatures of the turbine blades and disks within safe working 
limits. Knowledge of the flow around such rotating components 
and the associated heat transfer processes that occur is essential 
to the design process, where the material stresses and likely 
fatigue behavior have to be estimated. Such knowledge can be 
obtained either directly from experiment or, as is becoming 
increasingly common, by the use of computational fluid dynam
ics. In the latter context, idealized geometries are envisaged as 
being able to provide information of relevance to the more 
complex geometries of real engine configurations. One such 
example is the annular rotating cavity formed by two parallel 
plane disks and subjected to a radial outflow of cooling air. 
This configuration models the wheelspace between adjacent co-
rotating turbine disks, where the disks are heated by windage 
and, more significantly, by conduction from the hot turbine 

Contributed by the International Gas Turbine Institute and presented at the 38th 
International Gas Turbine and Aeroengine Congress and Exposition, Cincinnati, 
Ohio, May 24-27, 1993. Manuscript received at ASME Headquarters February 
19, 1993. Paper No. 93-GT-88. Associate Technical Editor: H. Lukas. 

blades. The ultimate objective of the exercise can be seen as 
optimization of the amount of cooling air required for safe 
operation. 

The isothermal flow structure in rotating-cavity geometries 
has been extensively studied by Owen et al. (1985) using flow 
visualization techniques and laser-Doppler anemometry. Influ
ential parameters are the rotational Reynolds number, Ree 

(=u)b21'v), the dimensionless mass-flow rate, Cw (=mlpb), 
and, to a lesser extent, the disk gap ratio, G (=s/b). The flow 
structure for an axial inlet generally comprises four distinct 
regions: (i) a source region where entrainment into the disk 
boundary layers occurs, and which is characterized by stream
line divergence as the jet is deflected by the downstream disk, 
creating a recirculating toroidal vortex adjacent to the upstream 
disk, (ii) thin boundary layers on the disks, which become 
nonentraining (Ekman) layers beyond the source region, (Hi) 
an inviscid interior core of rotating fluid between the Ekman 
layers, and (iv) a sink layer on the rotating peripheral shroud, 
through which fluid leaves the cavity. The relative sizes of the 
individual flow regions vary in a systematic way with both Re# 
and Cw. In particular, the Ekman layer thickness and the radial 
extent of the source region increase with increasing Cw and 
decrease with increasing Re«. The observed behavior appears 
to have been reproduced with good quantitative accuracy by 
CFD predictions (e.g., Chew, 1985; Iacovides and Theofano-
poulos, 1991; Morse, 1991a). The flow structure for symmetri-
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cally heated cavities and indeed for the case of asymmetric 
heating, under conditions for which rotationally induced buoy
ancy forces are unimportant, is similar to that for isothermal 
flow at the same values of Ree and Cw, although slight variation 
in the relative sizes of the four flow regions can be expected. 

Extensive experimental data for convective heat transfer in 
symmetrically heated rotating cavities were published by Nor
throp and Owen (1988b) for dimensionless flow rates in the 
(nominal) range 1400 < Cw =s 14,000 and rotational Reynolds 
numbers up to 3.7 X 106. The temperature distributions on the 
disks were closely similar, be they sensibly constant (as for 
steady-state operation of a turbine), or radially increasing (as 
during the acceleration of aircraft takeoff) or radially decreasing 
(as for the deceleration of landing). The heat transfer data were 
presented in terms of Nusselt numbers based on the local disk-
to-inlet air temperature difference, the surface heat transfer rates 
being obtained from thermopile heat fluxmeters installed at four 
radial locations, supported by a solution of Laplace's conduction 
equation within the disks. For the case of symmetric heating, 
rotationally induced buoyancy forces exert negligible effect on 
the flow structure, consideration of heat transport in the core 
region of the flow is unimportant, and radiative heat interchange 
between the disks is also of little consequence in comparison 
to the convective heat fluxes. 

The predictions of Northrop and Owen's data formed an 
object study by Morse and Ong (1992) in which a low-Reyn
olds-number k-e model was used to estimate turbulent momen
tum fluxes and the turbulence Prandtl number concept to obtain 
the corresponding heat fluxes. Morse and Ong validated the 
model for the heat transfer from a free disk and examined its 
performance for the rotating cavity over the whole parameter 
range for which data were available. The predictive accuracy 
was generally better for the downstream disk, which has the 

more well-defined flow structure, and tended to improve with 
increasing Reg. Global accuracy for the local Nusselt numbers 
for both disks was estimated to be ±10 percent, although there 
were wider excursions (i) at low C„ and above a critical value 
of Reo, where accuracy deteriorated abruptly, possibly as a 
result of fluid ingress through the shroud and/or flow instability 
in the experiments, and (ii) at high Cw arid low values of Re«, 
where the pronounced wall-jet behavior on the downstream disk 
and its effect on the size of the vortex in the source region did 
not seem to be fully accounted for in the turbulence model. At 
intermediate conditions, roughly 50 percent of the predicted 
Nusselt numbers were, remarkably, within ±2 percent of the 
experimental values. 

The flow and heat transfer in asymmetrically heated cavities 
with radial outflow were investigated by Owen and Onur (1983) 
and Long and Owen (1986). There are further data available 
in Long (1984), Northrop (1984), and unpublished work by 
Firouzian at the University of Sussex. Corroborating evidence 
on the flow structure, obtained from flow visualization studies, 
is contained in Pincombe (1983). In these experiments, the 
downstream disk was heated to a temperature typically 80°C 
above ambient, giving a value of the buoyancy parameter PAT 
(where AT is the disk-to-fluid inlet temperature difference and 
P the volumetric expansion coefficient) of approximately 0.27. 
Cooling air entered the cavity through a central hole in the 
upstream disk. Although not heated directly, this disk received 
heat by radiation and by conduction across the outer shroud. 

Owen and Onur identified four regimes for the heat transfer 
processes: (i) At low values of Ree and high values of Cw, the 
mean Nusselt number for the heated disk was found to be gov
erned by the wall jet mechanism and largely independent of the 
rotational speed; (ii) at higher values of Ree, corresponding to 
the occurrence of Ekman layer flow on the disks, the Nusselt 

N o m e n c l a t u r e 
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number was dependent on both Reo and Cw; (Hi) the onset of 
oscillatory flow, with a frequency of approximately 70 percent 
of the cavity rotation, in the source region at a certain critical 
speed; and (iv) the subsequent breakdown of the flow into a 
chaotic structure, when, it was believed, free convection effects 
due to rotationally induced buoyancy dominated the flow and 
heat transfer processes. In this chaotic regimen, it appeared that 
the flow structure broke down into cells where alternate Ekman 
layer and non-Ekman layer flow prevailed. 

Both Owen and Onur and also Pincombe presented evidence 
suggesting that the onset of the oscillatory and chaotic modes 
of behavior depends on the temperature difference between the 
heated disk and the inlet air. The former correlated their results 
in terms of the parameter Gr " 2 / Cw, a value of about 180 signal
ing the beginning of oscillatory flow and 330 the beginning of 
chaotic flow (Gr denotes the rotational Grashof number, which 
may be written as /3ATRe», where AT was taken as the maxi
mum temperature difference between the heated disk and inlet 
air). Pincombe's visualization studies indicated a strong depen
dence of the two modes of unsteady flow behavior on the size 
of the discrete holes in the shroud. The associated phenomenon 
of fluid ingress was also observed, where at sufficiently high 
rotational speeds, the pressure in the cavity became subatmo-
spheric and fluid was drawn into the cavity through the holes 
in the shroud. This occurred despite the fact that the net flow 
remained radially outward. Pincombe concluded that his results 
' 'support the belief that the chaotic regime results from a combi
nation of destabilisation of the Ekman layer flow structure by 
buoyancy effects and by ingress through the shroud, which is 
affected by the size of the holes in the shroud." 

Figure 1 shows computed streamlines for three test cases 
examined in the present work where the heating of the disks is 
asymmetric with PAT « 0.27. These results were obtained for 
values of the mass-flow rate parameter, C„ = 2800, using the 
modified version of the k-e model as detailed in Section 2.2. 
At low values of Re<> (Fig. l a ) , the inlet flow impinges directly 
onto the downstream disk, forming a wall jet, which flows 
radially outward to such an extent that Ekman layer flow, if it 
truly occurs, is confined to the outer part of the cavity. In the 
figure, the stream function, ip, has been normalized with the 
total flow rate to give values of 0 on the upstream disk and 100 
on the downstream disk and at the axis of symmetry. The large 
toroidal vortex in the source region is predicted to recirculate 
almost half of the superimposed flow. For the conditions of Fig. 
l (a) ,Gr 1 / 2 /C w » 23, and the influence of buoyancy is minimal. 
Consequently, the flow structure is essentially the same as for 
isothermal or for symmetric-heating conditions. A tenfold in
crease in the rotational Reynolds number (Fig. lb) brings about 
a dramatic reduction in the size and strength of the source vortex 
with a corresponding increase in the rate of entrainment of fluid 
into the boundary layer on the upstream disk. The predicted flow 
structure now exhibits a definite effect of rotationally induced 
buoyancy forces, seen here as the formation of a weak "axial 
wind." This transfers fluid from the hotter (downstream) disk 
to the cooler (upstream) disk, across the core region of the flow. 
Note that at large radii, the streamline representing 57.5 percent 
of the total mass flow rate is associated with the upstream side 
of the cavity. For Re9 = 3.68 X 106 (Fig. l c ) , where Gr"2 / 
C„ SB 680, most of the axial flow does not impinge on the 
downstream disk, but is entrained directly into the boundary 

(b) 

Fig. 1 Predicted streamlines for asymmetrically heated flow in rotating 
cavities: C„ = 2800, Re„ = (a) 1.25 X 106, (b) 1.30 X 10", (c) 3.68 X 10° 
(IS AT ~ 0.27 and heated disk is on the right) 

layer on the upstream disk and nonentraining Ekman layers 
form at a lower radius than the previous two figures. At high 
radii, as much as 65 percent of the flow is predicted to leave 
the cavity from the upstream-disk side. Comparison with the 
streamline patterns obtained by Morse and Ong (1992), for 
conditions of symmetric heating, shows that it is only beyond 
the source region that the effects of rotationally induced buoy
ancy forces become apparent. This point can be more readily 
appreciated by reference to the sealed cavity predictions, which 
will be discussed in Section 3.1. 

The three-dimensional and unsteady nature of the flow likely 
to prevail under real engine conditions (where Gr1/2/C„, is 
large) obviously presents limitations on the predictive accuracy 
of the two-dimensional, steady-flow approach used here. How
ever, there are clearly distinct advantages in the computational 
economy of this approach should it produce values of disk heat 
fluxes that are acceptable for engineering design purposes. The 
predictions also provide a standard against which the degree of 
improvement obtained by more sophisticated procedures can be 
assessed. 

2 Numerical and Turbulence Modeling 
The computational procedure is based on a single-grid elliptic 

solver with the assumption that the flow is steady and axisym-

N o m e n c l a t u r e ( c o n t . ) 

(j> = generalized transport variable 
ip = stream function 
w = rotational speed of the disks 

Subscripts 
avg = radially weighted average 

b = bulk or reference value 
c = pertaining to the cold disk 

eff = effective (= laminar + turbulent) 

ent = entrained 
h = pertaining to the hot disk 
/ = inlet value 

R = radiative component 
s = value at disk surface 
T = turbulent 
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metric. Natural convection due to gravitational buoyancy and 
the role of density fluctuations in the turbulence equations are 
ignored since the work of Morse and Ong (1992) for symmetri
cally heated cavities confirmed the belief that these effects are 
of minor importance. Orthogonal meshes of 65 X 78 and 75 X 
92 (axial-radial) nodes were employed, the latter being more 
appropriate for flows at high rotational Reynolds numbers where 
the disk and shroud boundary layers can become exceedingly 
thin. The axial node distribution was based on a geometric 
expansion with the nodes a mirror image of each other about 
the midaxial plane. The radial grid was generally adaptable to 
suit the flow conditions being studied. For all the test cases 
considered, the closest off-wall node spacing for both the disks 
and the shroud was maintained at y + < 0.5 (y + = yUJv, where 
y denotes the normal distance from the wall and UT is the 
"friction velocity" corresponding to the resultant wall shear 
stress). The wall fluxes were calculated using a second-order 
accurate forward or backward gradient as appropriate. 

2.1 Transport Equations and Discretization Schemes. 
Coupled transport equations are solved for the three components 
of momentum, the stagnation enthalpy, and the turbulence quan
tities k and e (respectively the kinetic energy and kinematic 
dissipation rate). 

By analogy with the stress-strain relationship for laminar 
flow, viz., 

atj = -p6y + nidUi/dxj + dUj/dx, - 2/3<5,yV- V), (1) 

the constitutive relationship for the turbulent Reynolds stresses 
appearing in the time-averaged momentum equations is written 
as 

- pUjUj = —2/36ypk 

+ /j,T(dUi/dxj + dUj/dx, - 2/36<,V- V), (2) 

where p,r is a ' 'turbulent viscosity'' and V • V denotes the diver
gence of the velocity vector. Similarly, turbulent heat fluxes are 
assumed to be proportional to the local enthalpy gradient, the 

Table 1 Forms of transport equations 

Table 2 Constants and functions in transport equations 

<t> 

-

r » ,z r » , r 
S» 

u 2Heff Ueff -3flz(p'+2/3pk) + 1/r3flr(rmff3WSz). 2/33flz (neHV.Y) 

V ^eff 2Heff -3/9r(p'+2/3pk) + pW'2/r + 2pW'<*> 

+ (p - Pb)rc2co 2 • 2p.0,,V/r2 + 3/3z(n6t(3U/3r) 

-2/33/3r(neffV.Y) 

where W' = W-rcco, p' = p -1/2pbr2 c2 co2 

h H/o + nT/oh 3/3z [ nef((1 • 1/aB(f|h)3/3z{(U2 + V2 + W2)/2)] 

+ 1/r3/3r [ rneff(1 - 1/<ToH|h)3/3r{(U2 + V2 + W2)^}] 

k H +\iTlak P - pe - D 

where P = | i T {2 [(3U/3z)2 + (3V«r)2 + (V/r)2] 

+ (3U/3r + SVfflz)2 + (SWflz)2 

+ 1/ora[r3/3r(W/r)]2} 

D = 2n[(3i/k/dz)24{3VW3r)2] 

e H + H T ' ° E cEleP/k-c£2pe2/k + E-F 

where E = 2nnT/p { (3 2 Vfflz2)2 + (32 Wfflz2)2 

+ (32U/3r2)2 + (32W/3r2)2} 

F = 2(i[ (SVefflz)2 +(3Ve/3r)2] 

Coefficient Value/Function 

C H 0.09 

A+ 24.5 

CE1 1.44 

°E2 1.92-{0.43 expf-R-r2^)) 

°k 1.0 

CTE 1.3 

°h 0.9 

CTvw model 1: 1.0 
model 2: Equation (8) with 

c 1 3.0 
c2 0.3 

% 0.0 

turbulent diffusivity of heat being obtained from fiT via the 
"turbulence Prandtl number" concept. These assumptions en
able the equations for the axial and radial momentum and stag
nation enthalpy, together with the modeled forms of the k and 
e equations to be written in the common form 

dldz(pU<t> - T^dcfr/dz) 

+ l/rd/dr[r(pV(t> - T^dQIdr)] = S+, (3a) 

where <j> denotes the generalized transport variable, T^z and T^r 

are the effective (=laminar + turbulent) diffusivities for the 
axial and radial directions respectively, and 5^ indicates the net 
source term for each variable. The full set of transport equations 
within this format is listed in Table 1. Note that the axial and 
radial momentum equations are solved in a form using gradients 
of a reduced pressure based on solid-body rotation of the fluid 
at a fraction, c, of the rotational speed of the cavity and a 
reference density pb. In the radial momentum equation, W 
(=w - uir) represents the tangential velocity of the fluid relative 
to that of the disks at the same radius. This treatment (with c 
= 1) results in much reduced values of the radial pressure 
gradient and the "centrifugal force" terms when the fluid is in 
a state close to solid-body rotation (as for the case of a sealed 
cavity). Otherwise, the small imbalance between these two 
(large) terms results in slow and unsteady convergence of the 
iterative procedure. 

The tangential momentum equation used is formally an equa
tion for the angular (moment of) momentum, rW, so chosen 
because of the absence of any source term, a formulation that 
allows better satisfaction of the torque-angular momentum rela
tionship on a global basis. However, in order to avoid complica
tions near a symmetry axis, the equation is best solved as one 
for the angular velocity, W/r. This then takes the nonstandard 
form 

dldz(pU<t> - p,tttd<i)ldz) 

+ \l^dldr[r\pV<j> - (na!low)d<t>ldr)} = V (3b) 

In order to be compatible with the discretization algorithm em
ployed for the other transport equations, this procedure necessi
tates multiplication of the convection and diffusion coefficients 
by an appropriate radius squared, and also the inclusion of a 
source term to satisfy mass continuity. The turbulent transport 
coefficient for radial diffusion, a^, is assigned values according 
to the form of the turbulence model used (see Section 2.2 and 
Table 2). 

As alternatives to the rather arbitrary hybrid differencing 
scheme of Patankar (1980), the QUICK scheme of Leonard 
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(1979) and the linear upwind-differencing scheme advocated 
by Castro and Jones (1987) were employed for discretization 
of the convection terms. Both schemes have a higher formal 
order of accuracy than hybrid differencing and were coded so 
as to take fully into account the nonuniformity of the grid-node 
spacing. Linear upwind-differencing proved, if anything, to be 
more stable than the hybrid scheme although the Cpu time 
requirement per iteration is approximately 20 percent greater. 
The QUICK scheme gave some convergence problems in the 
equations for the turbulence quantities, for transitional flows, 
where the values of k and e can change by an order of magnitude 
between adjacent grid nodes. These difficulties were circum
vented by using linear upwind differencing for the turbulence 
equations. At high values of Ree and C„, the solution algorithm 
proved to be sufficiently robust for converged solutions to be 
obtained using QUICK (albeit with the necessity to begin the 
iterative process with one of the simpler schemes and an in
creased Cpu time requirement, relative to upwind-differencing, 
of the order of 40 percent). On the fine meshes employed, 
differences in local Nusselt numbers using QUICK and linear 
upwind-differencing were seldom greater than ± 1 percent. Us
ing the hybrid scheme with these meshes typically resulted in 
the peak values (which occur close to the edge of the source 
region) being about 5 percent lower. 

2.2 Turbulence Modeling. A low-Reynolds-number k-
e model represents the turbulent viscosity in Eq. (2) by the 
expression 

M r = CJ,pk2le, (A) 

where /„ is a function that essentially accounts for the preferen
tial damping of the normal velocity fluctuations close to the 
wall. A correlation of/M in terms of y+ has been found pre
viously to give better predictive performance for flows in rotat
ing disk geometries than correlations using the alternative Reyn
olds numbers Ry (=yk"2/v) and RT (=k2lev). These latter, it 
can be noted, often result in a tendency of the flow to laminarize 
under conditions that are known from experiment to produce 
turbulent flow. Here, as in the work of Morse and Ong (1992), 
/M is expressed as 

/„ = [1 - e x p ( - y + / A + ) ] 2 , (5) 

where A + is assigned a value of 24.5 on the basis of computer 
optimization for equilibrium flows such as pipe flow and the 
flat-plate boundary layer. For flows in strongly favorable or 
adverse pressure gradients, the present form of the model ap
pears to fare no better, though certainly no worse, than other 
proposed forms of low-Reynolds-number k- e models (see, e.g., 
Rodi, 1991). Values of the model constants employed in this 
work are identical to those used by Morse and Ong (1992) and 
are listed in Table 2. 

It is well known that Eq. (2) provides a completely inade
quate prescription for the normal stresses (i = j) in many flow 
situations, particularly fully developed pipe flow, where the 
normal stresses are predicted to be equal (to 213k), in contrast 
to the marked anisotropy indicated by experiment. However, 
what is not so widely recognized is that, for swirling flows in 
general, the formulation does not hold at all well for the shear 
stress governing turbulent transport of angular momentum in 
the streamwise direction (Morse, 1980). Examination of the 
full Reynolds stress transport equations suggests that, for the 
present class of flows, use of an isotropic viscosity hypothesis 
leads to an underestimate (of at least an order of magnitude) 
for the stress vw near the disks. A similar error occurs for the 
shear stress Tiw in the sink layer on the shroud. The resultant 
ill effects are, however, likely to be small, since it is the action 
of uw that dominates (both in the tangential momentum equa
tion and its rate of production of turbulence energy) near the 
disks, and vw, for the same reasons, near the shroud. Although 

Eq. (2) probably represents the shear stress uv fairly well in 
both the disk and shroud boundary layers, it appears fortuitous 
that individual components of the Reynolds stress tensor are 
badly predicted only in regions of flow where they are unimpor
tant! 

The present predictions for asymmetrically heated rotating 
cavities soon revealed that the turbulence model seriously over
estimated the turbulent transport of heat across the core region 
of the flow between the Ekman layers. In this region, the only 
significant component of velocity is in the tangential direction 
and the only significant velocity gradients are the radial deriva
tives Wlr and dW/dr. This led to questioning of the veracity 
of the isotropic viscosity formulation for the shear stress vw, 
as this produces turbulent kinetic energy by its action against 
these gradients. Using the algebraic-stress modeling approach 
of Rodi (1972) to reduce the formal transport equation for 
vw in the core region results in 

-pvw = [(1 - c2)/(P/e - 1 + c,)] 

X (pv2kle)rdldr(Wlr) - [(2 - (£ + l )c 2 ) / 

(Pie - 1 + c^piw1 - v*)kW/er, (6) 

where Pie denotes the local production/dissipation ratio and c, 
and c2 are pressure-scrambling constants associated with the 
return to isotropy of the Reynolds stress tensor and its produc
tion term (the "rapid part"), respectively. The coefficient £ is 
dependent on whether production-like terms, which appear in 
the transformation of the convection terms from Cartesian to 
cylindrical-polar coordinates, are included (£ = 1) or are not 
included (£ = 0) in the modeling of the rapid part of the 
redistribution term. Interpreting the first term on the right-hand 
side of Eq. (6) as the conventional "turbulent viscosity" formu
lation, the magnitudes of vw in the core flow can be seen to be 
affected by the second term, whichjs proportional to the differ
ence between the normal stresses u2 and w2. When similar alge
braic-stress modeling is applied to the transport equations for 
these stresses, the final result becomes expressible as 

_ yiTrdldr(Wlr) 
-pvw= (7) 

where 

0^5 = 1 

2 [ ( 2 - ( £ + l ) c 2 ) ] [ ( l -c2)dW/dr 
, + {(1 - c2) + 2(1 - Zc2))W/r](k/e)2Wlr 

+ (Pie - 1 + C l )
2 : • ( } 

In Eq. (8 ), coadopts the role of a turbulent transport coefficient 
for vw, which acts to reduce the values of this shear stress in 
the core region of the flow. It should be noted that the modifica
tion is based on high turbulence Reynolds number modeling of 
the transport equation, but can still be used throughout the flow 
field as its effects in the disk and shroud boundary layers are 
indeed minimal. 

Zafiropoulos (1992) has presented predictions based on the 
Reynolds stress closure of Launder et al. (1975), where c\ = 
1.5 and c2 = 0.6 (in this case, it is necessary to take £ = 1 in 
order to obtain the correct shear stress levels in swirling flows). 
In the work presented here, the approach of Gibson and Younis 
(1986) is adopted, with c, = 3.0, c2 = 0.3, and £ = 0. There 
appears to be little loss of generality from taking Pie = 1 in 
the core flow, when the two formulations reduce to 

<r™ = 1 + (k/e)2[0.284dWldr + Q.569W/r]Wlr (9a) 

and 

o - ^ = l + (kle)2[Q.264dW/dr + l.Q2W/r]W/r (9b) 

respectively. Equation (9b), based on the model constants of 
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Gibson and Younis, gives the larger modification and performs 
better for high rotational Reynolds numbers. Equation (9a) 
gives slightly better results for low values of Ree. 

2.3 Computational Procedure. The staggered-grid ap
proach of Patankar (1980) was used, the pressure corrections 
required to satisfy mass continuity and to update the pressure 
field being obtained from the SIMPLEC algorithm of Van Door-
mal and Raithby (1984) in conjunction with a block-correction 
procedure. Use of the latter is particularly effective in pre
venting instability in the early stages of the computation. The 
solution takes fully into account the effects of compressibility, 
buoyancy, fluid property variation, and frictional heating. Val
ues for the fluid enthalpy ( = / CpdT), constant-pressure spe
cific heat, thermal conductivity, and viscosity were obtained 
from curve-fitted functions, which are accurate to within ±0.5 
percent for temperatures up to 1000°C. The density was deter
mined from the ideal gas law. 

The attainment of convergence was assessed by the two usual 
criteria based on the aggregate residuals and rms changes for 
each of the dependent variables, where the respective tolerances 
were set at 10"6 and 10~5. Additionally, and overriding these 
criteria, was the requirement that the solutions provided global 
satisfaction of the torque-angular momentum relationship (that 
the net torque exerted on the fluid at the boundaries equals the 
change in angular-momentum flow rate through the cavity) and 
the first law of thermodynamics (that the difference between 
the boundary heat and work transfer rates, the usual thermody
namic sign convention applying, equals the corresponding 
change in the flux of stagnation enthalpy). The tolerance here 
was set at 10 ~3 of the largest term in each balance. This proved 
a strict criterion, considered necessary on account of the impor
tance of the wall fluxes as the objective of the exercise. 

Although the boundary conditions of the flow at entry to 
the cavity are not well documented for engineering calculation 
purposes, the predicted quantities of interest are largely insensi
tive to the precise conditions imposed, with the possible excep
tion of the inlet swirl fraction. A \ th power-law axial velocity 
profile was chosen, together with a turbulence intensity of 1 
percent and a value of RT = 150 to determine the dissipation 
rate. Although some streamline divergence might be expected 
before the inlet plane, no material difference resulted from 
equating the inlet radial velocity component to zero. As in 
Morse and Ong (1992), an inlet swirl fraction that varied lin
early from zero at the symmetry axis to unity at the pipe radius 
was employed. Radial temperature profiles on the disks were 
obtained from smoothed variations of the raw experimental data. 
As the first measurement location was at x = 0.323, the disk 
temperatures at the lower radii were assumed to vary linearly 
between this value and the inlet air temperature at r = a on the 
upstream disk and r = 0 on the downstream disk. The outer 
shroud was assumed adiabatic and the series of discrete holes, 
through which the flow left the cavity, was modeled as a uniform 
gap of equivalent area. 

Cpu times for converged solutions were typically 2 to 4 h 
(500 to 1000 iterations) on a Solbourne S4000 workstation. 
The use of scaling laws, to transfer a starting solution from 
one flow condition to another, was helpful in promoting faster 
convergence than would have been obtained if starting the sec
ond solution afresh. 

2.4 Radiation Estimation. The radiative heat inter
change between the disks was estimated by considering the 
cavity to be an enclosure comprising 15 annular segments on 
each disk and one cylindrical segment on the shroud. Each 
of these segments was considered to be of constant surface 
temperature, Ts. The materials of the inner surfaces of the disks 
and shroud have emissivities sufficiently close to unity that 
black body radiation may be assumed. For a total of N surfaces 
(i.e., N - I annular surfaces on the two disks and one for the 

shroud), the radiative heat flux at surface j , qRJ, was obtained 
by considering that from the other (k = 1, 2, . . . , N) surfaces: 

N 

q*j = a I FjjOlj - T*,k), (10) 
* = i 

where a is the Stefan-Boltzmann constant and Fjtk is the view 
factor (the fraction of thermal radiation emitted from surface; 
that falls on surface k). The tabulated correlations of Howell 
(1982) for concentric annuli were used to obtain values of Fjik. 
The view factors for the shroud can be obtained through the 
summation rule: The sum of all the disk segment view factors 
is subtracted from unity. For r > a (the cavity inlet radius), Ts 

was taken as the time-smoothed disk surface temperature and, 
for r < a, the air inlet temperature was used. The surface 
temperature of the shroud was not measured and so was as
sumed to be the temperature of the air at exit from the cavity 
(this quantity was estimated from an energy balance using disk 
heat fluxes from the conduction solution). With hindsight, the 
temperature variation across the shroud could have been better 
estimated using the converged results from the computational 
procedure, which assumed the shroud to be adiabatic. Radiative 
heat fluxes were subtracted from the measured values to obtain 
the fluxes due to convection. 

3 Numerical Results 
Comparison is drawn with unpublished data obtained from 

the Mark 2 rotating-cavity rig at the University of Sussex. The 
outer radius of the cavity is 428 mm, the disk spacing 59 mm 
(giving a gap ratio, G, of 0.138) and the inner-to-outer radius 
ratio (alb), 0.104. The series of 32 holes of 9 mm diameter in 
the center of the peripheral shroud corresponds to a uniform 
gap of width 0.75 mm. 

The local Nusselt numbers for the rotating cavity with super
imposed radial outflow are defined as 

Nu = qjrlk,(T. - T,), (11) 

where the subscript * refers to the disk surface and subscript / 
to the fluid inlet. A positive Nusselt number indicates heat flow 
from the disk to the surrounding fluid and vice versa. Experi
mental values were obtained from thermopile heat fluxmeters 
located at x = 0.417, 0.606, 0.751, and 0.978 on the upstream 
disk and 0.419, 0.611, 0.756, and 0.983 on the downstream disk. 
Unfortunately, in some of the tests, the outermost fluxmeter on 
both disks was nonoperational. The mean Nusselt number for 
each disk is determined from the expression 

Flu" = 2b J rqsdrl(b2 - rj)k,AT,vs (12) 

where r, denotes the inner radius of the disks and Aravg is a 
radially weighted temperature difference between the disk sur
face and the inlet air. For the idealized sealed-cavity predictions 
of Section 3.1, where uniform disk temperatures are assumed, 
the corresponding definitions become 

Nu = ±qsrlkc\Th - Tc\, (13) 

and 

Nu = ±2 f rqsdrlbkc\T„ - Tc\, (14) 
Jo 

where the subscripts h and c refer to the hot and cold disks, 
respectively. 

3.1 Buoyancy-Driven Flow in a Sealed Cavity. A basic 
understanding of rotationally induced buoyancy effects can be 
gained from the flow behavior in an asymmetrically heated 
sealed cavity. Figures 2(a) and 2(b) show computed stream
lines for a cavity with a gap ratio of 0.138 in which the right-
hand disk is heated to a uniform temperature of 100°C: The 
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Predicted streamlines for buoyancy-driven flow in a sealed cavity: 
[a) 106, (b) 106 {/8AT ~ 0.27 and heated disk is on the right) 

left-hand disk is maintained at 20°C, giving a value of /3AT, 
based on the cold disk temperature, of 0.273. The radial pressure 
gradient is insufficiently large to provide the centripetal acceler
ation necessary to maintain the denser fluid near the cold disk 
in solid-body rotation; hence, this fluid spirals outward. Simi
larly, the less dense fluid near the hot disk spirals inward, so 
that a recirculating toroidal vortex is established. The angular 
velocity of the fluid (relative to the cavity) is sheared from a 
positive value adjacent to the hot disk to a negative value near 
the cold disk. The hot disk thus experiences a forwarding fric-
tional torque, which is balanced by the retarding torques on the 
cold disk and the shroud. 

Figure 2(a) shows the streamlines in the r-z plane for a 
rotational Reynolds number (based on fluid properties evaluated 
at the cold-disk temperature) of 105, where the flow is predicted 
to be laminar throughout the cavity. The center of rotation of 
the vortex system is then close to the corner between the heated 
disk and the peripheral shroud. Figure 2(b) shows correspond
ing predictions for Re9 = 106, where the flow is apparently 
turbulent (at least at high radii). Note the significant reduction 
in the thickness of the disk boundary layers and the predicted 
shift of the center of rotation of the vortex to a position close 
to the surface of the cold disk. The stream-function values indi
cated denote mass flow rates nondimensionalized with the prod

uct fib (where \x is the viscosity evaluated at the cold-disk 
temperature). It can be seen that the induced flow is largely 
confined to the outer parts of the cavity. Predictions were also 
obtained with Th = 260°C, Tc = 20°C (0AT = 0.819) for 
rotational Reynolds numbers up to 6 X 106 (Gr = 2.95 X 1013). 
For Gr a 3 X 10", which appears to indicate fully turbulent 
flow, the magnitude of the induced mass flow was found to be 
correlated, to within ±2 percent, by 

Cwm = 0.0225 Gvu\T,JTcy (15) 

In a sealed cavity, frictional windage is negligible. The assump
tion that the shroud is adiabatic therefore brings about equality 
of the mean Nusselt numbers for the two disks (though these 
are, of course, of opposite sign). The correlations obtained for 
laminar flow (Gr == 1010) and for turbulent flow (Gr == 3 X 
10") were, respectively, 

Nu = ±0.072 Grl'4(T„/Tc)
213, (16a) 

Nu = ±0.00866 GrU3(T„/Tc)
2'\ (166) 

each being satisfied to within ±0.5 percent. The exponents of 
the Grashof number are identical to those used in conventional 
engineering correlations for natural convection from heated flat 
plates. Over the transitional range (1010 < Gr < 3 X 10") , 
the exponent increases gradually from \ to \. The term involving 

the disk temperature ratio in Eqs. (15) and (16) accounts for 
fluid property variation since Gr is evaluated at the cold-disk 
temperature. 

The imposition of a radial outflow will be opposed by the 
radially inward buoyancy-induced flow on the heated disk, giv
ing rise to a potential source of flow instability at high values 
of the ratio Gxil2ICw. Indeed, Pincombe (1983) provides some 
evidence that radial inflow occurs on the heated disk during the 
so-called chaotic flow regime. However, given the extent of the 
induced flow rates for the sealed cavity (see Eq. (15)), only a 
low value of Cw is required to cancel out this effect and promote 
radial outflow over the whole of the heated disk. On the basis 
of a limited number of exploratory tests, it would seem that the 
(predicted) critical value of Gr1/2/C,v at which radial inflow is 
suppressed is approximately 1500, although some convergence 
difficulties have been experienced with the computational pro
cedure for conditions where simultaneous outflow and inflow 
occur. (This might suggest that, in practice, the flow would 
become three-dimensional and/or unsteady.) For GrulICw < 
1500, radial inflow does not occur immediately adjacent to the 
heated disk, but, as illustrated in Figs. 1(b) and 1 (c) , the flow 
in the outer part of the boundary layer is reversed to form an 
"axial wind," which transports fluid across the core of the flow 
to the boundary layer on the cooler (upstream) disk. 

3.2 Asymmetrically Heated Cavity With Radial Out
flow. Predictions are presented for nominal values of the 
mass-flow rate parameter, Cw, of 2800, 7000, and 14000. These 
have utilized the basic form of the k- e model (Model 1) and 
the modified version (Model 2) . This latter model uses Eq. 
(9b) to reduce turbulent heat transport across the core region 
of the flow. Predicted Nusselt number distributions for the disks 
are labeled ul (upstream disk, Model 1), d2 (downstream disk, 
Model 2) , etc. 

The relative importance of convection and radiation for vary
ing flow conditions is illustrated in Fig. 3. It can be seen that 
radiation is much more significant in the case of the upstream 
disk. At low values of C„ (Fig. 3a), the net heat flux is close 
to zero, so that convection and radiation are approximately in 
balance. For large values of Cw (Fig. 3b), convection outweighs 
radiation, but the corresponding Nusselt numbers are both nu
merically large in comparison to that based on the net (convec-
tive + radiative) heat flux. For the downstream disk, convection 
and radiation are of the same sign (indicating heat transfer from 
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Fig. 3 Comparison of local convective and radiative Nusselt numbers: 
(a) Re„ = 3.28 x 106, C„ = 2800, (D ) Re» = 3.15 x 10°, C„ = 14000; (/) 
upstream disk, (//') downstream disk. 

the disk), the contribution of radiation to the total heat flux 
varying from approximately 21 percent for the conditions of 
Fig. 3(a) to 6 percent for those of Fig. 3(b). 

Figure 4 shows the predicted Nusselt number distributions 
for Cw = 2800 and 1.25 X 105 < Re„ =s 3.68 X 10°. As can 
be seen from Figs. 4(a) and 4(b), the modification to the model 
makes very little difference for either disk at low rotational 
Reynolds numbers, where the wall-jet effect on the downstream 
disk is dominant and the source region fills the entire cavity 
(see also Fig. l a ) . Under these conditions, Ekman layers do 
not form on the disks and there is no interior core. Agreement 
with measurement is here good for the upstream disk, but the 
Nusselt numbers for the downstream disk are slightly underpre-
dicted. As Re« is increased (Figs. Ac, Ad, and 4e), the radial 
extent of the source region is reduced, leading to the formation 
of Ekman layers and the interior core. Model 2 now gives a 
marked improvement for the upstream disk, where the predicted 
Nusselt numbers begin to fall away sharply in the absence of 
the modification, becoming negative in the outer part of the 
cavity at Re^ = 1.30 X 10°. Negative values of the Nusselt 
number indicate clearly that there is excessive turbulent heat 
transport across the core flow, since frictional heating is not 
significant at this rotational speed. The improvement in the 

predictions for the upstream disk brought about by using Model 
2 is reflected in a similar improvement for the downstream disk, 
where the Nusselt numbers are otherwise overpredicted. Note 
that the corresponding changes resulting from the modification 
are approximately four times greater for the upstream disk due 
to the lower temperature difference AT (disk-to-inlet) used in 
the definition of Nu (Eq. (11)). The effect of Model 2 is to 
bring the Nusselt numbers for the two disks closer together, in 
good quantitative agreement with the experimental data. 

At Re„ = 2.55 X 10° (Fig. 4 / ) , there is a loss of predictive 
accuracy for the downstream disk, Model 1 giving an overpre-
diction of the Nusselt numbers in the outer part of the cavity 
and Model 2 an underprediction. The disagreement between 
prediction and experiment is even more apparent at Re8 = 3.13 
X 106 (Fig. Ag), although there is a slight improvement at Re6 

= 3.68 X 106 (Fig. Ah). It can be remarked that an abrupt 
departure from accurate prediction also occurred for symmetric 
heating at Re9 = 3.13 X 106 (Morse and Ong, 1992), although 
there was then a similar loss of accuracy for the upstream disk. 
The current predictions do not show this and are in fact in good 
accord with the experimental data up to the highest rotational 
Reynolds number (at least at the last three fluxmeter locations). 
At the first location, there is a significant overestimate of Nu, 
which first becomes apparent at Ree = 1.30 X 106. The extent 
of the overprediction increases from 48 percent at Re« = 1.30 
X 106 to 70 percent at Re9 = 3.13 X 106, before falling to 35 
percent at Res = 3.68 X 10°. At this first fluxmeter location, 
Model 1 generally gives the better prediction for the upstream 
disk, but Model 2 fares better for the downstream disk. Note 
that, with the increasing importance of frictional heating at high 
rotational speeds, both the experimental data and the predictions 
from Model 2 indicate negative values of the Nusselt number 
for the upstream disk for Ree & 1.86 X 106. For the downstream 
disk, a small region of heat inflow to the disk is predicted to 
occur near the shroud for Res a 2.55 X 106. 

Corresponding results for Cw = 14,000 and 1.20 X 105 s 
Re« =s 4.52 X 106 are shown in Fig. 5. These follow the same 
trends as for those at the lower flow rate, but since the source 
region is now larger, the relative effects become apparent at 
higher values of Re<,. There is little difference between the 
predictions for Models 1 and 2 for Re« < 1.24 X 106 (Figs. 
5a, 5b, 5c), where accuracy is good for the downstream disk 
but the predicted Nusselt numbers for the upstream disk bear 
no resemblance to the experimental values. There is the possibil
ity of significant experimental errors here, associated with the 
low level of heat transfer (the temperature of the upstream disk, 
at the four fluxmeter locations, varies from only 2°C to 10°C 
above ambient for Re<> = 5.99 X 105). However, the convective 
fluxes have to be significant in order to balance the radiative 
fluxes. The predictions for the upstream disk fall more closely 
into line with the experimental data at Re8 = 1.88 X 106, 2.45 
X 106 and 2.50 X 106 (Figs. 5a\ 5e, and 5 / , respectively). 
Beginning at Ree = 2.50 X 10°, Model 2 gives an improvement 
in the predictions for the upstream disk at fluxmeter locations 

3 and 4, but generally a slight overestimate of the experimental 
values at locations 1 and 2. In contrast, the values are overpre
dicted at Ree = 4.52 X 106 (Fig. 5i), but this still represents 
an improvement over the results obtained using Model 1 (where 
heat is predicted to flow into the disk for x > 0.66). Predictive 
accuracy for the downstream disk is generally good, although 
at the higher values of Re# (Figs. 5g, 5h, 5i), there is some 
overestimate of the experimental data at fluxmeter locations 2 
and 3 with both variants of the model. 

Table 3 summarizes the errors in the aggregate heat fluxes 
predicted at the four fluxmeter locations. In calculating the er
rors, a subjective, but unbiased approach has been used in that 
the fluxmeters at location 4 were given only half weighting in 
the summation. This policy was adopted since these fluxmeters 
were nonoperational for some of the tests, the heat fluxes so 
close to the shroud are not really representative of those from 
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the disks as a whole, and yet differences between the Model 1 
and Model 2 predictions are most apparent at large radii. Values 
of the mean Nusselt number Nu, as defined by Eq. (12), are 
also given for both disks using the results from Model 2. 

For Cw = 2800, there is clearly some improvement obtained 
for the upstream disk. Although significant errors remain with 
Model 2, these are mostly due to the overestimation of the 
Nusselt number at fluxmeter location 1. The degree of improve
ment for the downstream disk appears debatable from these 
results, there being some evidence of the overestimate with 
Model 1 becoming an underestimate with Model 2. However, 
the figures can be deceptive, especially the result for Model 1 
at Reo = 3.13 X 106, which disguises a large standard deviation 
between predicted and measured values (see Fig. 4g) . For C„ 
= 14,000, differences between the two models are less pro
nounced, but there is an improvement for the upstream disk at 
high rotational Reynolds numbers, and a slight, but definite 
improvement for the downstream disk throughout the rotational 
Reynolds number range. (Starred entries in the table indicate 
test cases for which the outermost fluxmeter was nonopera-
tional.) 

Finally, predictions are shown in Fig. 6 for an intermediate 
flow rate of Cw = 7000 (1.24 X 105 =s Re« < 5.20 X 106).These 
results were obtained using Model 2 only. Again, accuracy is 
better for the downstream disk, as reflected in both the diagrams 

and the errors in aggregate heat flux listed in Table 3. Also, the 
value of the Nusselt number at the first fluxmeter location on 
the upstream disk is seriously overestimated for Ree a 1.29 X 
106, the error increasing with rotational Reynolds number. In 
contrast to the situation for Cw = 2800 (see Fig. 4) , this overes
timate also spreads to the second fluxmeter location, although 
there is some recovery in accuracy at the two highest values of 
Re9 (Figs. 6/ and 6j). Predictive accuracy for the downstream 
disk is clearly good for the entire range of rotational Reynolds 
numbers at this flow rate, the peak values of local Nusselt 
number generally being about 5 percent lower than the measure
ments. 

4 Discussion 

Prediction of the convective heat transfer in asymmetrically 
heated rotating cavities has highlighted a defect in the k—e 
turbulence model, which was not evident in the previous work 
on symmetric heating (Morse and Ong, 1992). The two situa
tions differ because asymmetric heating imposes an axial tem
perature gradient across the core region of the flow. This re
quires accurate modeling of the high Reynolds number turbu
lence in the core in order to obtain the correct level of heat 
transfer from the hotter to the cooler disk. The defect in the 
model was traced to the radial-circumferential shear stress, 
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vw, which does not conform well to the simple constitutive 
relationship of Eq. (2) in the core flow, leading to excessive 
turbulence generation. The discrepancies between prediction 
and experiment can be largely offset by the use of Eq. (8) , 
which was derived from algebraic-stress modeling with the re
tention of only the most significant production terms in the 
formal transport equations for vw, v2, and w2. The efficacy of 
this approach depends closely on the pressure-scrambling model 
employed and also on the values of the associated numerical 
constants (about which there is considerable diversity of opin
ion). The significant improvement in accuracy obtained by the 
modification certainly justifies the modest (approximately 4 per
cent) increase in Cpu time required for its implementation. 
Similar algebraic-stress modeling is not considered necessary 
for the other five components of the Reynolds-stress tensor, at 
least not for the present class of flow, but this is unlikely to 
remain the case for flows of greater complexity. 

There appear to be three complicating physical factors that 
limit the ability of the computational procedure to portray the 

flow accurately, viz., fluid ingress through the shroud, vortex 
breakdown of the inlet jet, and buoyancy-induced instability. 
All three of these phenomena attain extra significance at high 
rotational Reynolds numbers, and may be interrelated. 

As regards buoyancy-induced instability, Pincombe (1983) 
correlated his flow visualization data for the onset of oscillatory 
flow (for 1.5 X 105 < Re„ s 2.6 X 106, 350 s Cw s 1750) 
in terms of the axial Rossby number ez. For a downstream disk 
heated to give /3AT «* 0.27 and a shroud with thirty 28.6-mm-
dia holes, oscillatory flow occurred at ez = 0.9 and chaotic flow 
at e, = 0.5. For /3AT R* 0.14, oscillatory flow began at a lower 
value (ez = 0.7), while the onset of chaotic flow remained 
unchanged. For 0AT » 0.1, there was no sign of either flow 
regime within the rotational speed limits of the experimental 
rig. With a peripheral shroud with thirty 6.4-mm-dia holes, the 
onset of oscillatory flow was unaffected, although the amplitude 
of the oscillations was attenuated: Chaotic flow was not ob
served. These results suggest a dependence on the rotational 
Grashof number, an average value of Gru2/Cw of 155 being 
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Table 3 Asymmetrically heated rotating cavities with radial outflow: summary of predictions 

c 
w 

Ree UPSTREAM DISC DOWNSTREAM DISC 

(noninal) E(aggregate heat flux) Nu E(aggrec>te heat flux) Nu 

aodel 1/ nodel 2 (•odel 2) •odel 1/ Model 2 (•odel. 2) 

2800 1.25)d.0S -1.0%/- -1.3% * 134.2 -13.7X/-13.6X 227.3 

3.28 •5.8%/ +9.0% • 204.5 -7.0%/ -6.8% 297.5 

6.51 -2.8%/+14.0% 256.5 -5.2%/ -7.2% 345.6 

1.30xl06 -61.5X/+31.7X 300.1 +3.SX/-10.0X 365.6 

1.90 -120X/+S4.1X 268.3 +22.4%/ -1.8% 369.S 

2.S5 -21S%/+15.8% 211.3 +10.2%/-1S.4% 382.4 

3.13 ' -251%/+17.3% 194.7 -0.2%A27.7X 379.8 

3.68 -573%/-2S.3% 89.3 -13.5X/-12.4X « 366.9 

7000 1 . 2 4 K 1 0 S /-34.9% 206.0 /-14.9X 411.0 

3.25 /-17.8% 263.4 / -6.9X 494.7 

6.43 / -0.1* 352.0 / +3.4X 621.6 

1.29X106 /+14.5X 477.2 / -4.7X 757.S 

1.92 /+15.6X 575.3 / -6.2% 825.9 

2.S5 /+20.3X 573.4 / -8.7% 8S3.9 

3.18 /+19.1X 593.8 /-13.2% 862.9 

3.93 / -S.OX 382.2 / -7.9X * 862.9 

4.53 /+30.0X 445.8 / +5.CX « 877.1 

5.20 ./-16.8X * 243.1 / -2.5% • 808.1 

14000 1.20xl05 -60.8X/-62.7X 240.7 -14.8%/-14.7% 719.4 

5.99 -89.4X/-86.5X 161.5 -9.4%/ -9.0X 894.8 

1.24X106 -51.3X/-53.6X 419.8 +1.6X/ +0.8X 1144 

1.88 -2S.4X/-29.2X S28.3 +6.7X/ +4.IX 1318 

2.4S -4.6X/ +3.SX 708.9 +9.4X/ +6.2X 1429 

2.50 -33.0X/-23.0X S77.6 +1.7X/ -0.6X 1442 

3.15 -16.9X/+10.9X 744.4 +10.7X/ +7.4X 1510 

3.86 -67.3X/ +8.IX 567.5 +9.2X/+11.1X « 1552 

U.52 -143X/-35.3X 370.3 +12.3X/+12.6X • 1550 

appropriate for the onset of oscillatory flow and 250 for chaotic 
flow. Note that these findings accord fairly well with those of 
Owen and Onur (1983), where corresponding values of 180 
and 330 were quoted. A liberal interpretation of the combined 
results suggests that oscillatory flow might be expected to occur 
in the present test cases for Re» = 1.30 X 10" (Cu, = 2800) 
and Ree = 2.55 X 106 and 3.18 X 106 (C,„ = 7000), with 
chaotic flow for Re„ > 1.90 X 106 and Re9 > 3.93 X 106, 
respectively. Neither regime would occur for C„ = 14,000 over 
the test range of rotational Reynolds number. 

The extent to which buoyancy-induced instability can be di
vorced from the phenomena of fluid ingress and vortex break
down is unclear. The size of the exit holes in the shroud does 
have some effect on the critical values of ez for unsteady flow, 
and, as shown in Pincombe's studies, is also clearly linked to 
ingress. It is believed that ingress occurs at rotational Reynolds 
numbers considerably lower than those that cause buoyancy-
induced instability. Ingress is characterized by air being drawn 
into the cavity through holes in the shroud and penetrating to 
the source region via the reverse-flow regions of the Ekman 
layers. However, this (ingressive) air is just as likely to be 
heated fluid previously expelled from the cavity as it is to be 
cooler ambient fluid. It therefore seems improbable that ingress, 
in isolation, has a significant effect. 

Pincombe also investigated the phenomenon of vortex break
down in the central inlet jet (albeit for Cw = 314 and isothermal 
flow) and found that spiral vortex breakdown (an axisymmetric 

precession of the jet about its rotational axis) occurred for ez 

=s 1.0. When ingress and spiral vortex breakdown occurred 
simultaneously, the flow became chaotic with the Ekman layer 
structure partly destroyed. Smoke injected outside the cavity 
then appeared to penetrate "almost instantaneously" to the 
source region. This behavior is very similar to that attributed 
to buoyancy-induced instability as described above. The inlet 
jet appeared to regain its axisymmetry at lower values of the 
axial Rossby number (ez == 0.3), resulting in axisymmetric 
vortex breakdown with intermittent stagnation on the axis of 
rotation. The chaotic flow associated with spiral vortex break
down is likely to have a greater effect in limiting the predictive 
ability of the present approach than the more orderly axisymme
tric mode of vortex breakdown. In both the current work and 
the symmetric-heating study of Morse and Ong (1992), the 
predictions for Cw = 2800 suffer an abrupt loss of accuracy at 
a critical value of ez in the range 0.25-0.30, with a partial 
recovery for tz < 0.2. These values are lower than found in 
Pincombe's study (where the flow is essentially laminar), but 
the occurrence of vortex breakdown and the interchange of 
mechanisms provides a plausible, if speculative, explanation 
for the discrepancies between prediction and experiment (axial 
Rossby numbers of 0.3 are beyond the experimental range for 
C„, = 7000 and 14,000). That the effect occurs for conditions 
of symmetric heating appears to signify that vortex breakdown 
and ingress are mechanisms at least as important as buoyancy-
induced instability. 
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The poor predictive accuracy for the upstream disk at the 
opposite extreme of flow conditions (i.e., low values of Re9 
and high values of Cw) is puzzling, especially as the predicted 
values for the downstream disk are in good accord with experi
mental data. From previous studies of isothermal and symmetri
cally heated flow, it is known that the turbulence model is less 
accurate under conditions for which the source region is large 
in extent, than under those for which Ekman layer flow occurs. 
Even so, for C„ = 14,000 and values of Re« similar to those of 
Figs. 5(a) and 5(b), the predicted Nusselt numbers of Morse 
and Ong for the upstream disk in a symmetrically heated cavity 
are lower than the measured values by only 20 percent. In this 
context, the predicted size of the vortex in the source region 
and its implications for the degree of flow entrainment into the 
boundary layer on the upstream disk can be seen to be of para
mount importance, but the authors cannot as yet offer any firm 
explanation for the wholesale lack of agreement between the 
predicted and measured values of the Nusselt numbers for the 
upstream disk. 

For intermediate values of Cw and Re9, errors are also appar
ent, with both variations of the model, in the overestimated 

values of Nusselt number for the upstream disk at low radii. 
Similar errors did not occur in the studies of a symmetrically 
heated cavity, so this suggests that the fault lies in the high 
turbulence Reynolds number form of the model, and not in the 
near-wall modeling. It can also be noted that typically one-third 
of the overshoot at the first fluxmeter location can be removed 
by imposing zero swirl at the cavity inlet, which may be a 
closer approximation to reality than the condition of a linearly 
varying angular velocity as used here. (Reduction of the initial 
degree of swirl leads to less rapid entrainment of the flow into 
the boundary layer on the upstream disk and consequently lower 
local Nusselt numbers for this disk in the source region.) Finally, 
the wisdom behind the use of the ' 'turbulence Prandtl number'' 
concept as a simple interlinkage between the turbulent transport 
of heat and momentum is open to question in view of the 
anisotropic turbulent viscosity approach found necessary for the 
present flows. 

5 Conclusions 
A low-Reynolds-number k- e model has been used to predict 

convective heat transfer in an asymmetrically heated rotating 
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cavity, for which the extent of turbulent heat transport across 
the core region is an important consideration. The form of the 
model used previously for symmetric heating overestimates tur
bulence levels in the core flow, leading to excessive heat trans
port, with the result, particularly at high rotational Reynolds 
numbers, that there is convective heat transfer to the upstream 
disk from the adjacent fluid—in direct contrast to experimental 
measurement. The error is traceable to the action of the radial-
circumferential shear stress vw, which produces unrealistically 
high rates of turbulence generation in the core. A modified 
version of the model, based on algebraic-stress modeling, gener
ally leads to improved accuracy. Systematic errors remain, par
ticularly for the upstream disk. The observed loss of accuracy 
for high rotational Reynolds numbers and low values of Cw 

seems likely to be a consequence of the three-dimensional and 
unsteady nature of the flow, which prevails in practice. The 
exact mechanisms that cause this are at present unknown. At 
the opposite extreme of flow conditions, no explanation can 
be offered for the large discrepancy between prediction and 
experiment for the upstream disk. 

The predicted Nusselt numbers for the downstream disk have 
a global accuracy of ± 10 percent, notwithstanding larger errors 
at high rotational speeds. It is considered that this is probably 
sufficiently accurate for normal engineering design purposes. 
In an engine, the necessity to know the heat transfer for the 
cooler (in this case the upstream) disk would require some 
improvement in the predictive accuracy of the model. However, 
the present computations do serve as a standard against which 
further improvements in turbulence modeling and the use of 
more sophisticated computer codes can be assessed. 
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Developing Buoyancy-Modified 
Turbulent Flow in Ducts Rotating 
in Orthogonal Mode 
A numerical study of developing flow through a heated duct of square cross section 
rotating in orthogonal mode is reported. The two main aims are to explore the effects 
of rotational buoyancy on the flow development and to assess the ability of available 
turbulence models to predict such flows. Two test cases have been computed corre
sponding to values of the rotation number, Ro, of 0.12 and 0.24, which are typical 
of operating conditions in internal cooling passages of gas turbine blades. Computa
tions from three turbulence models are presented: ak-t eddy viscosity (EVM) model 
matched to a low-Reynolds-number one-equation EVM in the near-wall region; a 
low-Re k- e EVM; and a low-Re algebraic stress model (ASM). Additional computa
tions in which the fluid density is assumed to remain constant allow the distinct 
contributions from buoyancy and Coriolis forces to be separated. It is thus shown 
that rotational buoyancy can have a substantial influence on the flow development 
and that, in the case of outward flow, it leads to a considerable increase of the side-
averaged heat transfer coefficient. The Coriolis-induced secondary motion leads to 
an augmentation of the mean heat transfer coefficient on the pressure surface and a 
reduction on the suction side. The k- e/'one-equation EVM produces a mostly reason
able set of heat transfer predictions, but some deficiencies do emerge at the higher 
rotation number. In contrast, predictions with the low-Re k— e EVM return a spectacu
larly unrealistic behavior while the low-Re ASM thermal predictions are in encourag
ingly close agreement with available measurements. 

1 Introduction 
The distribution of the coefficient of convective heat transfer 

for a duct rotating in orthogonal mode (Fig. 1) is of particular 
interest to the designers of internal cooling passages of gas 
turbine blades. The thermal behavior within such passages is, 
of course, influenced by several factors, such as the presence 
of sharp 180 deg bends and also the use of heat transfer-enhanc
ing ribs. The effects of rotation are nevertheless of primary 
importance. The ability to predict how wall heat transfer coeffi
cients are affected by rotation, even in ducts of simple geometry, 
is thus of considerable value to the engine designer. In the case 
of flow through heated rotating ducts, rotation induces two body 
forces: that due purely to rotation (the Coriolis force) and that 
associated with the varying centrifugal force over the duct's 
cross section due to significant variations in coolant density. 
These forces act both in the mean momentum equations and 
also directly on the turbulent velocity fluctuations. So far as the 
mean motion is concerned, the Coriolis force interacts with the 
slow-moving boundary layer fluid and generates a secondary 
mean motion, which promotes mixing and thus, overall, would 
be expected to enhance heat transfer rates. The direct action of 
the Coriolis force on the turbulent fluctuations will tend to 
suppress turbulent transport on the suction face and augment it 
on the pressure surface. In the case of heated rotating ducts, 
when the mean flow direction is away from the center of rota
tion, outward flow, the rotational buoyancy force tends to slow 
down the lighter near-wall fluid, producing thicker boundary 
layers. For inward flows, rotational buoyancy will have the 
opposite effect on the mean flow, leading to a more uniform 
streamwise velocity distribution. Reference to somewhat analo
gous data on mixed-convection flows through strongly heated 
vertical (stationary) tubes (Cotton and Jackson, 1987), indi-
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cates that rotational buoyancy might also be expected to enhance 
turbulent transport in outward flows. 

The combined effect of the above-mentioned influences on 
the hydrodynamic and thermal behavior is difficult to foresee 
and even more difficult to quantify. Moreover, in experimental 
investigations of heat transfer in rotating ducts it is not easy to 
separate the Coriolis effects from the influence of rotational 
buoyancy, a fact that inhibits the development of general and 
reliable heat transfer correlations for rotating duct flows. 

The problem of predicting flow in rotating ducts has attracted 
the attention of many researchers. Most of the earlier efforts 
have been directed toward the computation of fully developed 
flow through rotating ducts. Laminar flow studies by Speziale 
(1982) and by Kheshgi and Scriven (1985) showed that at 
high rotational speeds the conventional double vortex secondary 
motion structure bifurcated into a four-vortex mode. Hart's 
(1971) flow visualizations provide some support for the exis
tence of this phenomenon. Subsequent work by two of the pres
ent authors, lacovides and Launder (1987, 1991), suggested 
that a similar transition at high rotational speeds also takes place 
in fully developed turbulent flows in rotating ducts. The effects 
of rotation on heat transfer have been explored in a number of 
recent experimental investigations by Guidez (1989), Wagner 
et al. (1991), and Morris and Ghavami-Nasr (1991) among 
others, indicating that there is a strong circumferential variation 
in the local Nusselt number in developing flows through rotating 
ducts. The trailing (pressure) side heat transfer rates are found 
to be substantially higher than for the corresponding flow 
through a stationary duct whereas, over the leading (suction) 
side of the duct, wall heat transfer rates are observed to be 
severely suppressed by rotation. These studies also indicate that 
rotation affects the overall level of heat transfer, a fact con
firmed by the measurements of Soong et al. (1991). 

Our initial numerical explorations (lacovides and Launder, 
1987, 1991) were concerned with fully developed flow in rotat
ing ducts. As in all our duct flow predictions, the need to resolve 
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the strong secondary motion within the near-wall regions had 
led us to eschew the usual wall-function approach and, instead, 
adopt a fine mesh across the near-wall sublayer, employing a 
low-Reynolds-number turbulence model to evaluate turbulent 
diffusivities there. A low-Re one-equation model (Wolfshtein, 
1969) was interfaced with the usual fc-e EVM in the fully 
turbulent core (which extends over more than 90 percent of the 
cross section). The trends present in heat transfer measurements 
of developing flow through rotating ducts were well captured. 
More recently, in Bo et al. (1991), the same turbulence model
ing practice was used to predict some of the heat transfer mea
surements of Wagner et al. (1991) for developing flows through 
a rotating duct of square cross section. By performing additional 
computations, in which the fluid density was assumed to remain 
constant, it was possible to separate the effects of rotational 
buoyancy and Coriolis forces. It was shown that, at a Reynolds 
number of 25,000, rotational buoyancy begins to have a signifi
cant impact on the flow development at rotational Rayleigh 
numbers (Ra) greater than 108. The measured strong augmen
tation of heat transfer rates along the pressure surface was repro
duced with reasonable accuracy by these fc-e/one-equation 
computations. Along the suction side, however, the severe re
duction indicated by the heat transfer measurements in the de
velopment region was not fully captured. In another recent nu
merical study of flow and heat transfer through rotating ducts, 
Prakash and Zerkle (1992) employed the high-Reynolds-num
ber version of the k— e model with the wall function approxima
tion providing wall boundary conditions. In common with Bo et 
al. (1991), Prakash and Zerkle also demonstrated that rotational 
buoyancy effects are significant at engine operating conditions. 
They also concluded that the high-Re k-e EVM could not 
return quantitatively accurate heat transfer predictions and rec
ommended that more refined turbulence models should be 
tested. 

In this contribution, our aim is to address the shortcomings 
that earlier studies identified in the i-e/one-equation and k-
el wall-function computations by successively refining the tur
bulence model. By first introducing a low-Reynolds-number k-

e EVM, an attempt is made to account for the nonuniversalities 
in the near-wall length scale while retaining the effective viscos
ity framework. This model is subsequently replaced by a low-
Re ASM closure we have recently developed and successfully 
applied to computations of flow in stationary curved ducts (Ia-
covides and Launder, 1992; Abou-Haidar et al., 1991). This 
second level of model refinement abandons the linear stress -
strain relation, thus allowing for a more realistic representation 
of the effects of rotation on turbulence. 

2 The Mathematical and Physical Model 

2.1 The Mean Field Equations. The Reynolds and conti
nuity equations describing the motion of turbulent flow in an 
arbitrarily rotating coordinate system may be written as follows: 

d , TTTr, dP d , 
— (pUjU,) = — + — it 
axj axi oxj ' 

dU, dUj 

_ dxj dxi 
piljUj 

2pelpjilPUj - piSljXjSl, - CljXfrj) (1) 

d 

dx, 
(pU,) = 0 (2) 

Here U, is the mean velocity vector, fi, the coordinate rotation 
vector, and «,«,• the unknown Reynolds-stress tensor. The local 
density p is related to the mean temperature & through 

PQQQ 
(3) 

This approximation can be introduced because in the flows 
examined the density changes are mainly caused by temperature 
variations within the fluid, which is assumed to behave as an 
ideal gas. 

The temperature @, is obtained from the energy equation: 

N o m e n c l a t u r e 

c2> Ce\, Cc2 

c 2 , Co, 

Cu, Ck Cc turbulence modeling 
constants 

D = duct hydraulic diame
ter 

E = low-Re term in e equa
tion 

damping functions 
low-Re term in stress 
equations 

Hz = streamwise distance 
from center of rotation 

k = turbulent kinetic en
ergy 

le = equilibrium length 
scale 

/ = local turbulent length 
scale = &L5/e 

Nu = Nusselt number = 
qwD/(\(®w - €>„)) 

P = pressure 
Pij = generation rate of tur

bulent stress = UiUj 
Pk = generation rate of tur

bulence energy 

Ro = inverse Rossby number = QD/Wh 

Ra = Rayleigh number = Q,2HZD\®„-
®„)a/(u2®„) 

Re = Reynolds number = WhDlv 
RT = turbulence Reynolds number = k2/ 

ve 
Uc = Cartesian mean velocity compo

nent 
U = cross-duct velocity component 
H; = Cartesian fluctuating velocity com

ponent 
u = cross-duct fluctuating velocity 

component 
V = mean velocity component parallel 

to rotation axis 
v = fluctuating velocity component par

allel to the rotation axis 
W = streamwise mean velocity compo

nent 
w = streamwise fluctuating velocity 

component 
Wh = bulk velocity 

x = cross-duct direction 
Y = near-wall distance 
y = direction parallel to axis of rotation 

y+ = dimensionless wall distance = 
Y4TJPIV 

y* = dimensionless wall distance = 
Yfklv 

z = streamwise direction 
y = thermal diffusivity 

Kronecker delta 
dissipation rate of turbulence en
ergy k 
dissipation rate of UjUj 
third-order alternating tensor 
mean temperature 
fluctuating temperature 
bulk temperature 
wall temperature 
thermal conductivity 
dynamic viscosity 
turbulent dynamic viscosity 
kinematic viscosity 
turbulent kinematic viscosity 
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fluctuating density 
Prandtl number 
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local wall shear stress 

4>ij = redistribution term 
Q. = angular velocity 
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i w *{•>%-** (4) 

where y is the dynamic thermal diffusivity p.la and ufi is the 
kinematic turbulent heat flux. 

2.2 Turbulence Models. As mentioned in the introduc
tion, the turbulent stresses have been modeled in two different 
ways: through an eddy viscosity model (EVM) and through an 
algebraic second-moment (ASM) closure. The latter approach 
allows us to investigate the influence exerted by nonisotropic 
turbulence on mean flow and heat transfer. Both models extend 
across the viscosity-dominated near-wall sublayer. In both sets 
of turbulence equations, the effects of near-wall damping are 
modeled through the introduction of terms that depend on the 
local turbulence Reynolds numbers, R, = k2lvn, and thus do 
not rely on the near-wall distance. 

Low-Re k- e Model. This is the version proposed by Laun
der and Sharma (1974). The turbulent stresses are obtained 
through the effective viscosity approximation 

2 , c (dUt dU, 

where vt = cM/Mfc2/e and 

U = exp 
-3.4 

(1 +0.02R,)' 

(5) 

(6) 

The effective viscosity approximation is also used for the turbu
lent heat fluxes: 

- a v,d% 
ufi = — 

as axj 
(7) 

The turbulent kinetic energy k and its dissipation rate e are 
obtained through the solution of separate transport equations of 
the form 

— (pUjk) = dk + pPk 
axj pe 

and 

where 

dxj 
(pUji) d{ + ccl - Pk 

k 

I2 

cafip -r + pE 
k 

-m 
E = 2vv, 

dUt 

Kdxjdxkj 

ft = [1 - 0.3 exp(-J??)] 

(8) 

(9) 

(10) 

(11) 

(12) 

The production rate term Pk contains mean shear and buoyant 
terms: 

source in the two normal stress directions orthogonal to the 
rotation axis, they are of opposite sign and thus cancel out in 
the turbulence energy equation. In the case of two-dimensional 
flow in a rotating channel—where secondary motions are ab
sent—this neglect of Coriolis forces means that effects of rota
tion cannot be captured using an eddy viscosity model. In a 
rotating square duct, secondary motion (due to Coriolis terms 
in the mean momentum equation) is sufficiently strong that the 
direct contribution in the turbulence equations is arguably of 
small importance. That is the rationale for employing eddy vis
cosity models in such flows. 

Finally, the diffusion rate of k and e is obtained from the 
simple gradient-diffusion approximation 

dA = 
dxj 

M + ^ l ^ 
°>J 9XJ 

<f> = k, e (15) 

The empirical constants appearing in the equations above take 
the following standard values: 

c„ ct\ Ca o-£ vk Co 

0.09 1.44 1.92 1.22 1.0 0.9 

In some low-Re k-e computations, the Yap (1987) correction 
term [YC] was also added to the e transport Eq. (9). This term 
acts to reduce the departure of the near-wall turbulent length 
scale from its equilibrium level by raising the dissipation rate 

YC = max | 0.831 - - 1 0.00 (16) 

Here / is the local length scale kil2le and le is the equilibrium 
level assumed to be 2.55 Y. 

Low-Re ASM Closure. This is a near-wall extension of the 
high-Reynolds-number ASM scheme, widely used for the com
putation of fully turbulent flows, that has been recently proposed 
by Iacovides and Launder (1992) and applied to the computa
tion of flow and heat transfer through a stationary 180 deg pipe 
bend. The turbulent stresses are obtained from: 

UjU 
L{Pk-€) = Plj-eij + <i>i]+f^ri~ 

nn^,(9U, dU, 

+ 0.06*: + J-
\ dxj dxj 

H„ 

exp 

1 
Hkk8jj 

# 1 d7) 

The production rate Ptj includes contributions from the Coriolis 
and the centrifugal force: 

Pu = 
dUj dU, 

-UjUk — UjUk — 2ilp(elpquqUj + CjPgUqUi) 
uxk @xk 

UiP 
(CltXJlj - npkXj) 

Pk = U,Uj 
dUj 

dxj P 
UjQ.jXi) (13) 

while the averaged product of the velocity-density fluctuations 
in Eq. (13) is obtained from the turbulent heat fluxes according 
to: 

Pjii 

P 0 
(14) 

a relationship that applies for a perfect gas at low Mach num
bers. We note there are no effects of Coriolis forces in the 
energy production term: While there are contributions from this 

Ujp '^- ( a m 
p 

a w ) (is) 

In contrast to the k— e model, it is noted that Coriolis contribu
tion to stress generation makes itself felt through the second 
group of terms in Eq. (18). Note that the term tipq is the third-
rank alternating tensor. 

The dissipation rate etf is obtained from 

2 / i R> 
e,j = - [ l - exp( - — 

e6tj + UjUj exp 
3 V V 12/ 

The redistribution term fa adopts the form 

m <»> 
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4>n = ~c\ - (UiUj - \kbtj) - c2(Pij - \Pkbij) (20) 

The "wall-echo" part of the pressure strain correlation <)>$ is 
approximated by the proposal of Gibson and Launder (1978) 

+ CiW^nJu - l^^itj - |0J,n,n,) ) / ( — (21) 

where 

<M = - c 2 ( P , - §/tf„) (22) 

n, is the unit vector normal to the wall in question, Y the distance 
to the wall, and / is the local turbulent length scale, defined 
earlier. Although this form was originally devised for a single 
plane surface, as in all our earlier work on flows through rectan
gular ducts, we have simply superimposed the effects due to 
the two pairs of opposite walls. For the walls in the y-z and x-
z planes, respectively, the wall influence functions just become: 

f(l/nxY) = - + -
x D 

I 

f{UnyY) = / 
D/2 + 

I 
(23) 

y ori + y 
Within the viscous sublayer this wall reflection term is damped 
by multiplying it by the function fw 

R: 
u I — P l - S 1 + exp 

vx 100 
(24) 

The task of the pressure-strain process within the viscous 
sublayer is then performed by (Hy — \Hkk8jj), where 

Htj = (15.6 + 2.4/?,) 

' d-fkd-Ik . ___ aVfc aVfc 
UjUt \r UMj 

oxj oxi dxi dxi 

R, 
expl-$b" (25) 

The contribution of this term is more extensively discussed in 
the appendix. In essence, adoption of this formation represented 
a fairly simple way of achieving approximately the correct dis
tribution of the Reynolds stresses across the viscosity-affected 
sublayer. 

The turbulent heat fluxes are now obtained from the general
ized gradient diffusion hypothesis (GGDH) 

UiV = 
k d@ 

-C„ - UiUj — -
€ OXj 

(26) 

The k and e transport equations are essentially the same as those 
presented in Eqs. (8) and (9) for the k-e model. For consis
tency with Eq. (23), however, the diffusion of k and e is ob
tained from the GGDH: 

d& = 
dxj 

v6:j + C$ - UiUj £0 
dx; 

<j> = k,l (27) 

A further difference arises from the E term, defined in Eq. (11), 
that appears in the e transport equation. The damping function 
fM appearing in v, is now obtained from: 

U - exp^- ( 1 + 0 0 0 3 / j ) ( 1 + 0004i?,) J 

The additional constants that appear in the ASM equations take 
the following standard values: 

C\ c2 Ck cc Ce c[ c2 

1.8 0.6 0.22 0.15 0.26 0.5 0.3 

n 

* « / 
' > 

Fig. 1 Flow geometry 

3 Numerical Aspects 
The flow equations are solved for a Cartesian coordinate 

system rotating in orthogonal mode, as shown in Fig. 1. The 
solution domain covers a rectangular half-section of the square 
duct on one side of the duct symmetry plane. The existence 
of a predominant flow direction permits the use of a three-
dimensional parabolic solution procedure. The parabolic solver 
facilitates the use of fine meshes, but would be unsuitable for 
rotational speeds higher than the ones examined in this study, 
because of the likelihood of flow separation should rotational 
buoyancy effects become appreciably stronger. The solver is of 
finite-volume type with staggered locations for the velocity and 
turbulent stress components relative to the pressure. For the 
discretization of the cross-stream convection of mean-field vari
ables, the nondiffusive QUICK scheme is employed. The code 
has been adapted from a semi-elliptic solver originally applied 
to flow in curved ducts by Choi et al. (1989). A fuller descrip
tion of the solver and program details is provided by Bo (1992). 

The cross-stream mesh consisted of 45 by 87 nodes. Earlier 
work on stationary and rotating duct flows (Iacovides and Laun
der, 1987; Launder and Loizou, 1989) has shown that such a 
cross-stream mesh is sufficiently fine to reduce numerical errors 
to insignificant levels. Within each near wall region, 25 grid 
nodes were used to resolve the transition from the viscosity 
dominated sublayer to fully turbulent flow. The grid distribution 
was determined with reference to fully developed flow in a 
stationary pipe at the same Reynolds number. The y+ value of 
the near-wall node was less than 1 and the first 25 near-wall 
nodes covered a region extending up to y+ values of 40. In the 
streamwise direction, 10 planes per hydraulic diameter were 
employed. 

At the entry to the solution domain, fully developed stationary 
duct flow conditions were imposed. So far as could be judged, 
these were the hydrodynamic entry conditions that most closely 
resembled those of the experimental study of Wagner et al. 
(1991). For the same reason a uniform gas temperature was 
assumed at entry. Constant wall temperature thermal boundary 
conditions were employed. 

4 Presentation and Discussion of Computations 

Computations have been made for two rotating flow condi
tions for which Wagner et al. (1991) have provided side-aver
aged Nusselt number measurements. These data were chosen 
for validation purposes because they covered the range of rota
tion and rotational buoyancy numbers that were relevant to 
blade cooling applications and also because in this experimental 
study, entry and thermal boundary conditions were well defined. 
The selected rotation numbers (Ro = SlDIWb) of 0.12 and 0.24 
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Fig. 2 Predicted mean flow development at Re = 25,000, Ro = 0.12, and Ra = 0.4 x 10s, using the low-Re ASM 

correspond to entry Rayleigh numbers of 0.4 X 107 and 1.6 
X 108, respectively. The Rayleigh number denned as Ra = 
p2Q2HzD^(®w - &b)a/(fj,2&b) characterizes the relative 
strength of rotational buoyancy. These combinations of parame
ters are broadly in line with those found in gas turbine practice. 
The flow Reynolds number is 25,000 for both cases. To distin
guish, in the computations, the contribution made by Coriolis 
forces (as opposed to Coriolis and buoyant forces in combina
tion), computations were also made with the fluid density held 
strictly constant, a practice that eliminated buoyant effects. In 
making heat transfer comparisons, in order to minimize the 
effects of any inconsistencies between the numerical and experi
mental entry conditions and also to highlight the effects of 
rotation on heat transfer, the values of the side-averaged Nusselt 
number were normalized by those of the corresponding station
ary duct at the same stage of thermal development. 

No experimental data of the velocity field are yet available 
but consideration of the computed flow field development helps 
to provide a clearer understanding of the effects of rotation. 
This development, over the first 9 hydraulic diameters for Ro 
= 0.12, is shown through the computed streamwise velocity 
contour plots and secondary velocity vector plots of Fig. 2. The 
computations are based on the low-Re ASM model. The plots 
reveal that at this rotational speed the Coriolis force generates 
the conventional two-vortex structure (one in each symmetric 
half). Due to the action of the substantial secondary motion, 
progress toward the fully developed state is more rapid than in 
developing flow through a stationary straight duct. The high-
momentum fluid, originally in the central core, is convected to 
the pressure (trailing) side of the duct, causing a significant 
reduction in the thickness of the boundary layers along the 
pressure and top surfaces. Low-momentum fluid accumulates 
along the suction side, causing the boundary layer thickness 

there to increase. The corresponding constant density computa
tion (not presented here) produced a mean flow field, which 
differed only in minor respects from that shown in Fig. 2. At 
these values of Ro and Ra rotational buoyancy does not appear 
to influence the flow development significantly. 

Attention is now turned to the mean flow development at the 
higher rotational speed (Ro = 0.24). The corresponding low-
Re ASM computations for the first 15 hydraulic diameters are 
presented in Fig. 3(a) . While the Coriolis effects are now twice 
as strong as in the case presented in Fig. 2, the rotational buoy
ancy effects are four times greater (Ra = 1.6 X 108). The 
vector plots of Fig. 3 indicate that initially a two-vortex second
ary motion is formed that is substantially stronger than that 
encountered at Ro = 0.12. After about six diameters of flow 
development an extra pair of counterrotating vortices is formed 
along the suction surface of the duct though, by the nine-diame
ter location, the two-vortex structure is again re-established. 
This transient entry phenomenon is only predicted by the ASM 
model. As seen in Fig. 3(b), predictions with the effective 
viscosity model for this case, obtained during our earlier (Bo 
et al., 1991) study, indicate a two-vortex structure throughout 
the entry region. Beyond the nine-diameter location the changes 
to the flow field are relatively small with the evolution of the 
streamwise velocity being similar to that observed at the lower 
rotational speed. Because of the stronger secondary flow the 
boundary layers along the pressure and the top sides are even 
thinner than at the lower rotational speed. The higher rotational 
speed also leads to a greater accumulation of low-momentum 
fluid on the suction side of the duct. 

The flow field plots of the corresponding constant-density 
computations appear in Fig. 4. Comparison with the plots of 
Fig. 3 reveals that, over the first six diameters of flow develop
ment, the absence of the buoyancy force weakens the secondary 
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Fig. 3 Predicted mean flow development at Re = 25,000, Ro = 0.24, and Ra = 1.6 x 10s: (a) low-Re ASM 
model 
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motion somewhat but does not alter its overall character. Farther 
downstream, the two-vortex pattern bifurcates to a four-vortex 
mode with the additional pair of vortices being formed near the 
symmetry plane close to the pressure surface. These extra vorti
ces (which have been reported in our earlier study of fully 
developed flows (lacovides and Launder, 1987)) grow in 
strength and progressively distort the streamwise flow pattern. 
While the present computations extend only to 18 diameters, 
our earlier study, based on an eddy viscosity model, suggest 
that the secondary vortex near the pressure surface continues 
to develop over the first 30 diameters of flow development. 
Thus, attaining the fully developed state requires a greater de
velopment length than when buoyancy forces are included. Evi
dently, therefore, at this higher rotation rate buoyant forces are 
appreciably affecting the mean-flow field. 

The examination of the corresponding thermal behavior be
gins with the computed development of the local Nusselt num
ber shown in Fig. 5. In this and all the subsequent plots, the 
predicted and measured Nusselt numbers at each plane are nor
malized with the corresponding average Nusselt number Nu0 

for a stationary duct at the same length of thermal development. 

This normalization practice highlights the effects of rotation on 
heat transfer and also minimizes the effects of possible discrep
ancies between experimental and computational entry condi
tions. As would be anticipated from the computed evolution of 
the mean flow, the Nusselt number levels along the pressure 
side increase with downstream distance while those along the 
suction side are reduced. At a given location these effects appear 
to be stronger at higher rotational speeds. For Ro = 0.24 im
portant differences develop between the Nusselt number distri
butions returned by the constant- and variable-density flow pre
dictions. Rotational buoyancy causes a marked enhancement in 
the heat transfer coefficients along the pressure and top sides. 
Some differences between the buoyant and nonbuoyant heat 
transfer levels are also evident along the suction side for Ro = 
0.24, but these are mainly confined to the entry region where 
the transient suction-side vortex appears in the buoyant flow 
computations. 

At present the side-averaged Nusselt number measurements 
of Wagner et al. (1991) provide the only data against which 
the effectiveness of the turbulence models employed in this 
study can be assessed. We begin by reproducing the k-e/one-
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Fig. 3 (Continued) (b) k-t/one-equation model 

equation comparisons from our earlier investigation (Bo et al., 
1991 ) in Fig. 6, together with a k-e/wall-function prediction 
of Prakash and Zerkle (1992). These comparisons confirm that, 
at the lower of the two rotational speeds examined, rotational 
buoyancy has only a minor influence on heat transfer. Further- 
more, the augmentation of heat transfer coefficient along the 
pressure side of the duct and the corresponding reduction along 
the suction side are faithfully reproduced by the k -  e/one-equa- 
tion model for Ro = 0.12. At the higher rotational speed the 
previously noted influence of rotational buoyancy is clearly 
evident. The buoyant flow computations reproduce the strong 
augmentation on the pressure side Nusselt number ( 150 percent 
higher than the stationary levels) with an encouraging degree 
of accuracy. The severe reduction in the measured mean Nusselt 
number along the suction side, which falls to as low as 40 
percent of the stationary values after eight diameters of develop- 
ment, is not fully captured by the simple k-e/one-equation 
turbulence model, which predicts a minimum of about 60 per- 
cent of that found for a nonrotating duct. The k -  e/wall-function 
computations of the side-averaged Nusselt number also fail to 
predict the strong reduction of the heat transfer rate along the 
suction side. Moreover, this simpler near-wall treatment returns 
a more oscillatory development of Nusselt number along both 
walls. It was the hope of achieving a more faithful representa- 
tion of the Nusselt-number distribution along the suction face 
that has motivated the present exploration with more refined 
turbulence models. 

The thermal behaviour that results from replacing the near- 
wall one-equation model by the Launder-Sharma (1974) low- 
Re k - e  EVM, is summarized in Fig. 7. The constant-density 
computations return significantly lower heat transfer levels than 
those present in the measurements. The constant-density com- 

putations of the low-Re k -  ~ model thus appear to predict sub- 
stantially lower near-wall turbulence levels than the correspond- 
ing buoyant flow predictions. The fact that the inclusion of the 
Yap correction term (Fig. 7(b))  does not alter the Nusselt 
number predictions of the low-Re k -  ¢, in the absence of rota- 
tional buoyancy, confirms that for this case the above-mentioned 
model predicts near-wall turbulent length scales that are not 
higher than the equilibrium length scales. When buoyancy ef- 
fects are taken into account, far from improving the prediction 
of Nu along the suction side, introduction of the low-Re k -  e 
model causes a dramatic and surprising deterioration in the 
quality of these predictions. Indeed, the predicted heat transfer 
coefficients along the suction side are now higher than those of 
the pressure side, a trend that is clearly erroneous. However, 
the computed mean flow field arising from this turbulence 
model (not reproduced here) does not show any similarly strik- 
ing differences from the corresponding k-e/1-equation compu- 
tations. It may thus be supposed that the poor-quality heat trans- 
fer predictions are caused by excessive near-wall levels of turbu- 
lence energy as will be discussed later. Figure 7(b) shows that 
inclusion of the Yap correction, Eq. (16), which limits the 
growth of the near-wall turbulent length scale, leads to a marked 
improvement in the predicted heat transfer levels of the suction 
side. Nevertheless, even with this term included, suction-side 
heat transfer coefficients are higher than those in the correspond- 
ing stationary duct flow. In heated flows through rotating ducts 
it therefore appears to be rather difficult to produce a reasonable 
representation of near-wall turbulent transport within the frame- 
work of the effective viscosity approximation. A similar conclu- 
sion was also reached in our recent investigation of flow and 
heat transfer through curved pipes (Iacovides and Launder, 
1992). 
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Fig. 4 Predicted mean flow development for nonbuoyant case at Re = 25,000 and fio = 0.24 using the low-
Re ASM 

The final set of comparisons in Fig. 8 reveals that replacement 
of the low-Re k- e model by the low-Re second-moment closure 
produces very marked improvements in the prediction of heat 
transfer in rotating ducts. At Ro = 0.24 the high heat transfer 
levels returned by the ASM model along the pressure side are 
in close agreement with the measurements. Moreover, the maxi
mum reduction in the suction-side heat transfer coefficients after 
eight diameters of flow development is also now reproduced 
with reasonable accuracy. After the first four diameters of flow 
development, the predicted Nusselt number along the suction 

side begins to rise, reaching a maximum level at about 6.5 
diameters, and then rapidly falling to levels similar to those of 
the measurements. This curious entry flow behavior is related 
to the formation, and subsequent disappearance over the same 
region, of the two counterrotating vortices along the suction 
side of the duct, which was noted in the mean flow predictions 
(Fig. 4) . The available measurements have not been taken close 
enough together either to confirm or refute this prediction. (In 
any event, the initial entry flow development is likely to be 
highly sensitive to the entry conditions.) In support of the pre-
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(Wagner et al., 1991) 

Fig. 5 Predicted local Nusselt number development using the low-Re 
ASM at Re = 25,000: buoyant flow prediction; - - - const density flow 
prediction 

dictions, however, we note that the data indicate a rise in Nu 
beyond ten diameters. So far as the computations are concerned, 
the rise can be firmly attributed to the buoyant terms for it is 
seen that the uniform-density predictions indicated a marked 
decrease in Nu over the same range. 

At the lower rotational speed, Fig. 8(b), the low-Re ASM 
computations display broadly satisfactory agreement with the 
relevant measurements though the Nusselt number levels along 
the pressure side are somewhat further from the measurements 
than those obtained with the k—el 1-equation model. The perfor
mance of the low-Re ASM model is, however, the more consis
tent over the range of operating conditions examined on this 
study. Near-wall turbulence models that rely on a prescribed 
turbulent length scale are unable to predict the strong reduction 
in suction side heat transfer rates associated with the strong 
secondary motion at high rotation rates. Moreover, eddy viscos
ity models are unreliable for rotating duct flows. It thus appears 
that in such situations, near-wall turbulent transport, so im
portant for the correct prediction of the wall heat transfer coef
ficient, can only be realistically represented through the use of 
low-Reynolds-number second-moment closures. These conclu
sions are in accord with those of other recent investigations of 
three-dimensional duct flows both within the authors' group 
(Iacovides and Launder, 1992; Abou-Haidar et al , 1991) and 
elsewhere (Lai et al., 1991). 

The differences in the predictive behavior of the turbulence 
models can be more clearly brought out by an examination 
of the predicted development of the turbulence field. Figure 9 
presents profiles of the turbulent kinetic energy along the duct 

symmetry plane for Ro = 0.24. One feature common to the 
predictions of the three models is that, as one proceeds down
stream, the buoyant flow computations begin to return higher 
k levels than the corresponding constant density results. This 
behavior is consistent with the generally lower heat transfer 
coefficients reported above for the uniform-density case. The 
k- e/one-equation computations of Fig. 9(a) suggest that the 
turbulent kinetic energy distribution is fairly uniform across the 
duct with the overall turbulence levels gradually rising as the 
flow progresses through the rotating duct. The low-Re k-e 
computations in Fig. 9(b), show a largely similar behavior. 
Careful scrutiny does reveal, however, that here the turbulence 
levels are higher within the suction side boundary layer. This 
is more clearly demonstrated in Fig. 10, in which near-wall 
profiles of turbulence energy, predicted with the k— el one-equa
tion and the low-Re k-1 model are presented at selected loca
tions. The behavior is consistent with the known response of 
the k- e model in conditions giving rise to an appreciably lower 
shear stress at the wall than away from the surface. For example, 
Rodi and Scheuerer (1983) and others have reported that, for 
a turbulent boundary layer developing in an adverse pressure 
gradient, excessive turbulent length scales are generated leading 
to appreciably too-high skin-friction coefficients. In the present 
case, due to its lower density, the warm near-wall fluid also 
experiences a positive streamwise (radial) pressure gradient 
(additional to that associated with the duct rotation) and this 
produces an equivalent outcome. When the density is held con
stant over the cross section the effect is absent. The turbulence 
energy is then much lower, and there is no anomalous increase 
in the suction-side Nusselt number (Fig. 7) . 

The low-Re ASM closure returns a strikingly different turbu
lence field in which the distribution of turbulence energy across 
the duct is highly nonuniform. The location of minimum turbu
lent energy gradually moves from the duct center toward the 
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at Re = 25,000, using the ft-c/one-equation model: buoyant flow 
fr-e/one-equation; - - - constant-density flow fr-e/one-equation; 
buoyant flow ft-c/wall-function(Prakash and Zerkle, 1992); 0 A experi
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Fig. 8 Comparisons of side-averaged Nusselt number development at 
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al., 1991) 
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(C) Low-Re ASM 

Fig. 9 Turbulent intensity profiles along the duct symmetry plane at Re 
= 25,000 and Ro = 0.24; buoyant flow prediction; - - - constant-
density prediction 

duct pressure face. Within the immediate vicinity of the pressure 
surface, a steep rise in the turbulence levels is observed, which 
occurs from the early stages of flow development. A progressive 
rise in the suction side turbulence levels is also noted. Beyond 
the first nine diameters of flow development, by which point 
the suction side entry vortices have disappeared (Fig. 4) , a thin 
layer of almost zero turbulence is formed along the suction-
side wall. 

Evidently, there are important differences between the turbu
lence field obtained with the low-Re ASM model and those 
returned by the two EVM models. The ability of second moment 
closures to provide a more accurate representation of the effects 
of rotation on turbulence is evidently the cause of these differ
ences. The strongly inhomogeneous turbulence field of the ASM 
computations is responsible for the substantial (and largely cor
rect) variations in the heat transfer coefficients given by the 
ASM computations. 

5 Conclusions 
The article has reported the application of several turbulence-

model variants to the prediction of strongly heated, developing 
flow through a square duct rotating in orthogonal mode. Compu
tations have considered outward flows for two levels of rotation 
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Fig. 10 Predicted near-wall distribution of turbulence intensity at Ro 
0.24 and Ra = 1.6 x 108: fr-e/one-equation; --- low-Re k-e 

and buoyancy representative of blade-cooling situations. The 
computations have shown that rotational buoyancy can have a 
significant influence on the hydrodynamic and thermal develop
ment of rotating duct flows. The standard k- e eddy viscosity 
model, matched to a one-equation EVM across the wall sublay
ers, captures the combined effects of rotation and buoyancy 
fairly well but underestimates the suppression of heat transport 
on the suction surface of the rotating duct. The low-Re k- e 
model returns excessively high near-wall turbulence levels 
along the suction side, which lead to the prediction of heat 
transfer coefficients on that surface that are not even in qualita
tive agreement with the measurements. The low-Re ASM model 
provides a more realistic response to the effects of rotation on 
turbulence, which consequently alter the predicted hydrody
namic and thermal development bringing the latter to better 
accord with the available data. 

The provision of consistently realistic predictions of the ther
mal development through rotating duct flows thus requires a 
careful accounting of near-wall turbulence transport. Because 
of the presence of rotation-induced body forces, it appears nec
essary to employ low-Re second-moment closures to capture 
the flow behavior satisfactorily. 
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A P P E N D I X 

Task Performed by Hy 

The redistributive nature of the Hy term is best illustrated by 
considering a two-dimensional boundary layer flow in which Xi 
is the streamwise direction and x2 the direction normal to the 
wall. Derivatives of k along X\ and x3 may then assumed to be 
zero. Shear stress components Wi«3 and u2u3 will also be zero. 

The elements of [Hy - ^Hkk6y] are then obtained through the 
following expressions: 

Hn -~ r Hkk&n = + 3UA^JCH (Al ) 

H22 -~ ~ Hkkt>22 
4-(dfk\* 

(A2) 

H33 -- ~ Hkk6i3 
2-fdfkV. 

(A3) 

Hn - - Hkk8n 
—(9fkYr (A4) 

where 

C„= (15.6 + 2.4/J,) exp 
20 

Equations (Al) to (A3) show that the Hy term removes 
kinetic energy from the fluctuating component normal to the 
wall and redistributes it equally to the two fluctuating compo
nents that are parallel to the wall surface. As far as the shear 
stress component is concerned Eq. (A4) indicates that Hy pro
vides additional near-wall damping for the shear stresses. 

Equations (A2) and (A4) also reveal a highly desirable nu
merical property of the Hy term. In the equations where the Hy 
term makes a negative contribution to the level of a particular 
stress component, the stress component in question is also pres
ent in the resulting expressions. Consequently, the diagonal 
dominance of the coefficient matrix of the resulting discretized 
equations will be enhanced within the sublayer regions, leading 
to a more stable solution procedure for the turbulent stresses. 
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Retained Lift: Theoretical Difficulties 
With the Concept and an Alternative 
Explanation of Observations  

R. J. Kind,1'3 S. A. Sjolander,1'3 

and M. I. Yaras2'3 

Introduction 
Tip-clearance effects are an important source of losses in 

axial compressor and turbine blade rows. This has motivated 
a considerable number of experimental investigations of tip-
clearance flows and efforts to develop models for the prediction 
of tip-clearance losses (e.g., Lakshminarayana and Horlock, 
1962; Lewis and Yeung, 1977; Inoue et al , 1986; Yaras and 
Sjolander, 1990; Heyes and Hodson, 1993). An important ele
ment of the flow field is the streamwise vorticity shed from the 
blades in the tip region. Most of the experiments indicate that 
the shed vorticity rolls up into a tip vortex. The circulation or 
strength of this vortex is employed as a key variable in many 
of the loss-prediction models. AH of the studies indicate that 
the circulation of the tip vortex is significantly less than the 
bound circulation around the blade. Lakshminarayana and Hor
lock (1962) offered an explanation of this in terms of a concept 
of "retained lift." That is, they postulated that not all of the 
bound vorticity is shed and that some fraction of the bound 
vortex lines span the gap between the blade tip and the endwall. 
The lift "retained" increases with decreasing tip clearance. 

The retained lift concept has become widely accepted in the 
tip-clearance research community. It received a notable impetus 
from the work of Lewis and Yeung (1977). They used an 
integral of the static pressure on the endwall around a contour 
corresponding to the blade profile as a measurement of the 
retained lift. Their results were in fair agreement with the re
tained lift values of Lakshminarayana and Horlock (1962) and 
they proposed a correlation for the retained-lift fraction as a 
function of the gap-to-chord ratio. Inoue et al. (1986) and Yaras 
and Sjolander (1990) did detailed measurements of the flow 
fields downstream of a rotating compressor blade row and a 
turbine cascade with tip clearance, respectively, and thus deter
mined the streamwise circulation downstream of their blade 
rows. They discussed their results in terms of the retained-lift 

1 Professor; Mem. ASME. 
2 Assistant Professor. 
3 Department of Mechanical and Aerospace Engineering, Carleton University, 

Ottawa, Ontario, Canada K1S 5B6. 
Contributed by the International Gas Turbine Institute of THE AMERICAN SOCI

ETY OF MECHANICAL ENGINEERS. Manuscript received at ASME Headquarters 
July 1994. Associate Technical Editor: N. A. Cumpsty. 

Journal of Turbomachinery 

concept and compared their results with those of the aforemen
tioned authors. In his book, Cumpsty (1989) also implicitly 
accepts the retained lift concept. 

Despite its broad acceptance, the present authors have come 
to believe that there are serious theoretical difficulties with the 
retained-lift concept. These difficulties were outlined by Yaras 
et al. (1992), who also presented an alternative explanation for 
the experimental observations. The title of this paper, however, 
reflected its broader content and the relatively brief comments 
regarding retained lift understandably attracted little attention. 
The present note contains a more thorough discussion of the 
theoretical considerations, which indicate that the retained-lift 
concept is invalid. It also contains an alternative physical expla
nation of why measured streamwise circulation is less than the 
bound circulation for typical tip clearances. 

Theoretical Difficulties 

In the discussion a number of well-known theorems on fluid 
motion are invoked; derivations of these are widely available, 
for example in Kuethe and Chow (1965) or Moran (1984). 

Although the present arguments are essentially valid even 
when the end-wall boundary layer is very thick and the upstream 
flow is rotational, they are probably most easily grasped if ini
tially presented in the context of a relatively thin endwall bound
ary layer and irrotational upstream flow outside this boundary 
layer. These assumptions are therefore adopted to begin with. 

Those assumed conditions prevailed in the cascade flow field 
measurements of Yaras et al. (1989). Their data, for gap-to-
chord ratios of 0.02, 0.028, and 0.032, show that the flow in 
the tip region behaves essentially as originally proposed by 
Rains (1954) and as sketched in Figs. 1 and 2. That is, there 
is a strong jet flow through the gap, driven by the static pressure 
difference between the pressure and suction surfaces of the 
blade. The flow in this jet is approximately perpendicular to the 
blade chord and its total pressure is essentially equal to the inlet 
free-stream value. In other words, the jet flow through the gap is 
essentially inviscid and irrotational. Other cascade experiments 
(e.g., Storer and Cumpsty, 1991; Heyes and Hodson, 1993) 
also support the flow model sketched in Figs. 1 and 2, at least 
for blades that are not particularly thick. 

In Fig. 1 circuit C consists of a marked collection of fluid 
particles, which will flow through the gap and, at a slightly later 
time, will assume the position denoted by circuit C' . The circuit 
C is simply chosen such that at C ' the marked particles are in 
the inviscid portion of the gap flow; at C the circuit lies in a 
plane roughly parallel to the endwall. During convection from 
C to C' the circuit is in inviscid flow and application of Kelvin's 
theorem is valid. This theorem states that the circulation around 
C is equal to that around C: that is, zero. It follows from 
Stokes' theorem that there can be no net vorticity enclosed by 
C This means that there can be no vortex lines spanning the 
gap as would be required by the retained lift concept. 
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Fig. 1 Schematic of the tip-leakage flow 

According to Helmholtz' vortex theorems, vorticity "ad
heres" to the fluid particles in inviscid flow. That is, it is a 
convective quantity. The experimental evidence (e.g., Lakshmi-
narayana and Horlock, 1962; Yaras et al., 1989) convincingly 
shows that there is a strong leakage flow through the gap all 
along the blade chord. Any spanwise vorticity would be carried 
out of the gap by this flow and there is no plausible mechanism 
for replacement of such vorticity. The flow entering the gap 
region carries negligible spanwise vorticity and there is no solid 
surface in the gap region with orientation suitable to production 
of spanwise vorticity. Again the possibility of vorticity spanning 
the gap is ruled out. Another way of looking at this is that a 
force similar to the Kutta-Joukowski force, pUT, would be 
required to act on any spanwise vortex of strength T to retain 
it in the gap, if U is the velocity of the gap flow. There is, 
however, nothing that can provide this force. In the case of the 
bound vorticity the necessary force is provided by the force in 
the blade metal. The Kutta-Joukowski theorem is not quantita
tively valid here because the extent of approximately two-di
mensional flow is quite limited but there is still a requirement 
for a force to hold fluid having a cross-stream component of 
vorticity and a velocity, U, relative to the surrounding fluid. 

Experiments (e.g., Lewis and Yeung, 1977; Yaras et al., 
1989) show that the pressure field around the loaded blade is 
imposed onto the endwall with relatively little change. This is 
only to be expected because any strong pressure gradients in 
the spanwise direction from the blade to the wall would imply 
large spanwise accelerations and large flow velocity compo
nents; these are, however, largely prevented by the wall (the 
tip-leakage vortex that often forms is generally located some
what away from the suction surface of the blade, outside the 
gap, and is thus immaterial to the argument). The loaded blade 
thus imposes onto the gap and endwall a static pressure differ
ence roughly equal to that between its pressure and suction 
surfaces. It is important to realize that this pressure difference 
does not correspond to a retained lift force as assumed by Lewis 
and Yeung (1977). Rather, it produces an acceleration through 
the gap and is responsible for the strong flow through the gap, 
sketched in Figs. 1 and 2. In other words, this pressure differ
ence is "reacted" by the inertia force associated with the accel
eration through the gap, not by any "retained lift" force. 

Kelvin's theorem and the Helmholtz vortex theorems only 
apply exactly if the flow is inviscid, that is, if vorticity cannot 
be transported by viscous or turbulent diffusion. This does not 
significantly undermine the arguments above because the leak
age fluid passes through the gap region so quickly that very 
little diffusion could occur even if the molecular or eddy viscos-
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ity were substantial. Thus, retained lift is believed to be insig
nificant even where turbulent diffusion tends to be relatively 
large, as in rotating blade rows. The theorems are valid for 
rotational flow so the conclusions above should also be valid 
if the upstream flow is rotational. 

The authors believe that retained lift can be significant only 
when tip clearances are extremely small, such that the gap con
stitutes a hydraulically long flow channel. This requires that 
tlr > 1, where r is the clearance and t is the local blade 
thickness. Viscous shear forces on the blade tip and endwall 
would then be sufficiently large to react a significant fraction of 
the pressure difference between the blade pressure and suction 
surfaces. Using a typical friction factor value of 0.03 suggests 
that this effect would only become significant (more than 5 
percent) for rlt < 0.1. Practical tip clearances are seldom this 
small. The lift retention mechanism in this case would not in
volve spanwise vorticity; rather, the pressure difference would 
be reacted directly by opposing shear stresses. 

Alternative Explanation of Experimental Observa
tions 

As mentioned in the introduction, all of the experimental 
studies indicate that the circulation of the tip vortex, or the 
streamwise circulation measured downstream of the blade row, 
is less than the bound circulation unless the clearance is very 
large. If the retained lift concept is invalid, an alternative physi
cal explanation is required for this experimental observation. 

The required explanation rests on the flow pattern in the 
crossflow planes, sketched in Fig. 2. There are two sources of 
streamwise vorticity in this flow. One is at the pressure-surface 
corner of the blade tip (point A in Fig. 2) where the leakage flow 
separates, forming a vortex sheet whose associated circulation is 
in the same sense as the bound circulation; this is where the 
bound circulation is shed. The other source is on the endwall 
(region B - B in Fig. 2) where the leakage flow acquires a 
substantial transverse velocity by virtue of the acceleration 
through the gap; since the no-slip condition applies at the wall, 
vorticity must be created in the fluid close to the wall along B -
B. This vorticity is of opposite sign to that created at A. More
over, for the stationary wall case, the total strength, or circula
tion, of the vorticity created at B - B must be comparable in 
magnitude to that created at A since the experimental data 
(Yaras et al., 1989) show that the velocity of the leakage jet is 
approximately uniform in the cross-stream direction. After the 
leakage flow emerges from the gap it interacts with the passage 
flow. Flow visualization on the endwall (e.g., Sjolander and 
Amrud, 1987) has shown that this interaction results in separa
tion of the endwall shear layer, as indicated in Fig. 2. It seems 
inevitable that much of this separated fluid will become part of 
the tip-leakage vortex. Since it has vorticity of the opposite 
sign to that of the vorticity shed at the blade tip, the resulting 
circulation in the tip-leakage vortex should be less than the 
bound circulation, as is observed. Of course not all of the end-
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Fig. 2 Interaction between the vorticity at the blade tip and the vorticity 
layer on the endwall 
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wall fluid, and thus not all of the vorticity created at BB, is 
expected to be entrained into the tip-leakage vortex. As tip 
clearance increases, less entrainment and thus stronger tip-leak
age vortices would be expected, again as observed experimen
tally. 

When there is relative motion between the blades and the 
endwall the explanation above suggests that streamwise circula
tion observed downstream of the blade row will be less for 
turbines and greater for compressors. This is because the vortic
ity in the layer on the endwall is directly related to the velocity 
difference between the wall (as controlled by the no-slip condi
tion) and the mainstream. In the case of turbines, the wall 
relative velocity is in the opposite direction to the leakage veloc
ity. Thus, more vorticity of opposite sign is generated in the 
endwall layer, and after the mixing process the circulation ob
served downstream should be reduced. The data of Yaras et al. 
(1992) exhibit this trend. The data of Inoue et al. (1986) for a 
rotating compressor blade row show much greater downstream 
circulation, normalized by the bound circulation at midspan of 
the blades, than that measured by Yaras and Sjolander (1990) 
for a stationary cascade and corresponding gap-to-chord ratios. 
This again fits in with the expected trend. 

It should be noted that no experiments have ever directly 
revealed any retained lift. Lakshminarayana and Horlock 
(1962) hypothesized its existence mainly on the basis of the 
high loadings observed at the tips of their blades. This observa
tion is, however, also consistent with the shedding of all re
maining bound circulation at the blade tip, point A in Fig. 2. In 
addition, Lakshminarayana and Horlock observed that smaller 
midspan gaps in their blades resulted in weaker trailing vortices; 
this can be explained in terms of mixing since fluid from oppo
site sides of the gap has vorticity of opposite sign. The experi
ments of Lewis and Yeung (1977) also should not be interpreted 
as indicating existence of retained lift, as explained earlier. 

Conclusions 

Theoretical difficulties with the retained lift concept have 
been pointed out. These indicate that the concept is invalid. 

An alternative hypothesis is proposed to explain the experi
mental findings regarding streamwise circulation downstream 
of blade rows with tip clearance. The experimentally observed 
trends due to wall relative motion are consistent with this hy
pothesis. 
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Factors Affecting Measured Axial 
Compressor Tip Clearance Vortex 
Circulation 

S. A. Khalid1 

The relationship between turbomachinery blade circulation and 
tip clearance vortex circulation measured experimentally is ex
amined using three-dimensional viscous flow computations. It 
is shown that the clearance vortex circulation one would mea
sure is dependent on the placement of the fluid contour around 
which the circulation measurement is taken. Radial transport 
of vorticity results in the magnitude of the measured clearance 
vortex circulation generally being less than the blade circula
tion. For compressors, radial transport of vorticity shed from 
the blade tip in proximity to the endwall is the principal contrib
utor to the discrepancy between the measured vortex circulation 
and blade circulation. Further, diffusion of vorticity shed at the 
blade tip toward the endwall makes it impossible in most practi
cal cases to construct a fluid contour around the vortex that 
encloses all, and only, the vorticity shed from the blade tip. 
One should thus not expect agreement between measured tip 
clearance vortex circulation and circulation around the blade. 

Nomenclature 
c = chord length at blade tip 

Cx = inlet area-averaged axial velocity 
r = circulation 

wy = vorticity component in stagger direction 

Introduction 

Several researchers have attempted to measure the circulation 
in the clearance vortex of a turbomachine blade passage. A 
common result is that the measured clearance vortex circulation 
is less than the circulation around the blade. Lakshminarayana 
and Horlock (1962) proposed that this observation is due to 
"retained lift." They suggested that only a fraction of the 
"bound" circulation is shed from the blade tip. However, Storer 
and Cumpsty (1991) showed that for typical clearances the 
leakage flow is essentially irrotational. If so, vortex lines from 
the blade cannot span the leakage jet and thus all of the circula
tion must be shed. Nevertheless, it will be shown below that 
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wall fluid, and thus not all of the vorticity created at BB, is 
expected to be entrained into the tip-leakage vortex. As tip 
clearance increases, less entrainment and thus stronger tip-leak
age vortices would be expected, again as observed experimen
tally. 

When there is relative motion between the blades and the 
endwall the explanation above suggests that streamwise circula
tion observed downstream of the blade row will be less for 
turbines and greater for compressors. This is because the vortic
ity in the layer on the endwall is directly related to the velocity 
difference between the wall (as controlled by the no-slip condi
tion) and the mainstream. In the case of turbines, the wall 
relative velocity is in the opposite direction to the leakage veloc
ity. Thus, more vorticity of opposite sign is generated in the 
endwall layer, and after the mixing process the circulation ob
served downstream should be reduced. The data of Yaras et al. 
(1992) exhibit this trend. The data of Inoue et al. (1986) for a 
rotating compressor blade row show much greater downstream 
circulation, normalized by the bound circulation at midspan of 
the blades, than that measured by Yaras and Sjolander (1990) 
for a stationary cascade and corresponding gap-to-chord ratios. 
This again fits in with the expected trend. 

It should be noted that no experiments have ever directly 
revealed any retained lift. Lakshminarayana and Horlock 
(1962) hypothesized its existence mainly on the basis of the 
high loadings observed at the tips of their blades. This observa
tion is, however, also consistent with the shedding of all re
maining bound circulation at the blade tip, point A in Fig. 2. In 
addition, Lakshminarayana and Horlock observed that smaller 
midspan gaps in their blades resulted in weaker trailing vortices; 
this can be explained in terms of mixing since fluid from oppo
site sides of the gap has vorticity of opposite sign. The experi
ments of Lewis and Yeung (1977) also should not be interpreted 
as indicating existence of retained lift, as explained earlier. 

Conclusions 

Theoretical difficulties with the retained lift concept have 
been pointed out. These indicate that the concept is invalid. 

An alternative hypothesis is proposed to explain the experi
mental findings regarding streamwise circulation downstream 
of blade rows with tip clearance. The experimentally observed 
trends due to wall relative motion are consistent with this hy
pothesis. 
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Compressor Tip Clearance Vortex 
Circulation 
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The relationship between turbomachinery blade circulation and 
tip clearance vortex circulation measured experimentally is ex
amined using three-dimensional viscous flow computations. It 
is shown that the clearance vortex circulation one would mea
sure is dependent on the placement of the fluid contour around 
which the circulation measurement is taken. Radial transport 
of vorticity results in the magnitude of the measured clearance 
vortex circulation generally being less than the blade circula
tion. For compressors, radial transport of vorticity shed from 
the blade tip in proximity to the endwall is the principal contrib
utor to the discrepancy between the measured vortex circulation 
and blade circulation. Further, diffusion of vorticity shed at the 
blade tip toward the endwall makes it impossible in most practi
cal cases to construct a fluid contour around the vortex that 
encloses all, and only, the vorticity shed from the blade tip. 
One should thus not expect agreement between measured tip 
clearance vortex circulation and circulation around the blade. 

Nomenclature 
c = chord length at blade tip 

Cx = inlet area-averaged axial velocity 
r = circulation 

wy = vorticity component in stagger direction 

Introduction 

Several researchers have attempted to measure the circulation 
in the clearance vortex of a turbomachine blade passage. A 
common result is that the measured clearance vortex circulation 
is less than the circulation around the blade. Lakshminarayana 
and Horlock (1962) proposed that this observation is due to 
"retained lift." They suggested that only a fraction of the 
"bound" circulation is shed from the blade tip. However, Storer 
and Cumpsty (1991) showed that for typical clearances the 
leakage flow is essentially irrotational. If so, vortex lines from 
the blade cannot span the leakage jet and thus all of the circula
tion must be shed. Nevertheless, it will be shown below that 

1 Massachusetts Institute of Technology, Cambridge, MA 02139. 
Contributed by the International Gas Turbine Institute of THE AMERICAN SOCI

ETY OF MECHANICAL ENGINEERS. Manuscript received at ASME Headquarters 
July 1994. Associate Technical Editor: N. A. Cumpsty. 

Journal of Turbomachinery JULY 1995, Vol. 117 /487 

Copyright © 1995 by ASME
Downloaded 01 Jun 2010 to 171.66.16.54. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



PASSAGE 
FLOW 

Fig. 1 Radial view of blade passage with midchord and trailing edge 
crossflow planes 

there is no reason to expect the measured clearance vortex 
circulation to equal the circulation shed from the blade tip, or 
for that matter, the blade circulation. 

Circulation duo to endwail 
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Fig. 3 Sketch of circulation as a function of radial placement of down
stream contour used to measure clearance vortex circulation 

The Tip Region Vorticity Field 
To determine the factors that affect the circulation measured 

in a plane intersecting the trailing edge of a blade passage, we 
will consider the vorticity field near the blade tip. Figure 1 
shows a radial view of an axial compressor blade passage with 
two crossflow planes oriented normal to the blade stagger. One 
crossflow plane intersects the suction surface at midchord. The 
other crossflow plane intersects the suction surface at the trailing 
edge. The midchord plane will be used to illustrate the vorticity 
distribution near the tip at a typical chordwise location along 
the blade. The trailing edge plane will be used for the calculation 
of the clearance vortex circulation since such a plane must be 
located downstream of all locations along the blade tip from 
which bound vorticity is shed. The contour around which the 
clearance vortex circulation will be calculated is located in the 
trailing edge plane. The blade boundary layers will not be en
closed by the contour. 

The component of vorticity relevant for the measurement of 
circulation in a given plane is the component normal to that 
plane. Figure 2 shows a sketch of the distribution of the vorticity 
component along the stagger, u>y, in the midchord crossflow 
plane. Greater u>7 strength is indicated by darker gray shading. 
A contour in the trailing edge crossflow plane around which 
one might calculate the clearance vortex circulation is superim
posed. The segment of the contour, labeled A, which is nearest 
to the endwail would typically be placed at a radius between 
the blade tip and the endwail radii. The radius of segment A 
would be made greater than the tip radius in an attempt to 
enclose the vorticity shed from the tip, but less than the endwail 
radius to avoid measuring a circulation due to the motion of 
the endwail relative to the blade. 

2J> 
RADIAL 
DIREC 

LEAKAGE 

BLADE 

Fig. 2 Sketch of tay distribution near tip in midchord crossflow plane. 
Trailing edge contour for circulation measurement also shown. 

The shear layer between the leakage and passage flow, which 
contains the vorticity shed from the blade tip, spreads due to 
turbulent diffusion. There may also be vorticity generated at 
the endwail, which diffuses into the passage flow. Since the 
spreading angle for a turbulent free shear layer is larger than 
that for a wall bounded layer, one should expect that the vortic
ity diffusion from the blade tip region penetrates the region 
between the blade tip and the endwail faster than the vorticity 
diffusing from the wall. Thus, regardless of the sign of the 
streamwise vorticity generated at the endwail, it is possible for 
vorticity shed from the blade tip to reach the trailing edge plane 
between segment A and the endwail (so some vorticity shed 
from the blade tip would not be enclosed by the contour). 
Since the radial velocities near the endwail are small, turbulent 
diffusion would be expected to be important in the vorticity 
transport near the endwail. Note that, for compressors, the vor
ticity generated at the endwail can contribute circulation of the 
same sign as circulation shed from the blade tip. 

Consider the circulation calculated along the dashed contour 
shown in Fig. 2. The midchord plane u>y distribution will be 
taken as representative of the vorticity field that reaches the 
downstream contour. The circulation obtained using the contour 
depends on the radial location of segment A. If segment A is 
positioned as shown in Fig. 2 such that some of the vorticity 
shed from the blade tip is not enclosed by the contour, circula
tion around the contour will be less than the circulation shed 
from the blade tip. If the radius of segment A is increased such 
that vorticity generated at the endwail is enclosed by the con
tour, the circulation value obtained cannot represent the circula
tion shed from the blade tip. 

In Fig. 3, the range of circulation values that can be obtained 
with different trailing edge crossflow plane contours is indicated 
qualitatively as a function of radial placement of segment A of 
the downstream contour. If we assume that the spreading of the 
shear layer is equal in both radial directions, for segment A at 
the tip radius the circulation around the contour is half the 
circulation shed from the blade tip. As the radius of segment A 
is increased the measured circulation increases. As long as the 
contour does not enclose all the vorticity shed from the blade 
tip and excludes the vorticity generated at the endwail, the 
measured circulation will be less than circulation shed from the 
blade tip. 

In the situation illustrated in Fig. 2, the vorticity field of the 
free shear layer merges with the vorticity field at the endwail. 
In this case the measured circulation cannot increase to the 
value shed from the blade tip until vorticity associated with the 
endwail is included within the contour. Even when segment A 
is positioned such that the circulation around the contour is the 
same as that shed at the blade tip, this circulation is not a 
measure of the shed circulation alone. The range of radii for 
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Fig. 5 r/(Cxc) for computed flow field as a function of radial placement 
of downstream contour used to measure clearance vortex circulation 

which vorticity generated at the endwall influences the circula
tion calculation is indicated by the shaded region in Fig. 3. 

For compressors when the radius of segment A equals the 
endwall radius, the measured circulation exceeds the blade cir
culation. Neglecting any contribution along the contour except 
from segment A, the circulation equals the product of the rela
tive wall speed resolved along segment A and the length of 
segment A. 

A range of measured vortex circulation values can thus be 
obtained depending on the radial position of the contour around 
which the measurement is taken. If there were an irrotational 
region extending across the passage between the shear layer and 
the endwall, a contour could be chosen for which the measured 
circulation is equal to the circulation shed from the blade tip. 
However, as will be shown below, an unusually large tip clear
ance would be required for an irrotational region to separate 
the vorticity shed from the tip from the vorticity generated at 
the endwall. Reducing the clearance would tend to reduce the 
measured circulation for a given distance of segment A from 
the endwall since bringing the tip closer to the endwall would 
result in less of the shed circulation being enclosed by the 
contour. 

For turbines or stationary cascades the same general consider
ations apply to the discrepancy between the blade bound and 
measured clearance vortex circulation. However, including the 
endwall in the contour used to obtain the vortex circulation 
would yield opposite sign circulation (compared to the sign of 
the shed circulation) for a turbine, and zero circulation for a 
stationary cascade. 

Computational Results 

Description of the Computations. The trends described 
above are illustrated below using a three-dimensional computa
tion. A numerical simulation of a low-speed rotor passage was 
obtained using a three-dimensional Reynolds-averaged Navier-
Stokes flow solver developed by Adamczyk et al. (1989). The 
Navier-Stokes solver uses a mixing length turbulence model 
appropriate for wall bounded flows. The geometry is the General 
Electric low speed E3 Rotor B, described by Wisler (1977). 
The blade row has a clearance of 3 percent of chord and a flow 
coefficient of 0.42. The inlet conditions used are described by 
Wisler (1981) for the Rotor B/Stator B single-stage configura
tion near design conditions. The tip of the blade was located at 
97.5 percent of span. The computations are described in more 
detail by Khalid (1995). 

Vorticity Field and Circulation. Contours of u>yl(Cxlc) 
in the midchord crossflow plane indicated in Fig. 1 are shown 
in Fig. 4. The two sources of vorticity described in Section are 
evident in Fig. 4: (1) vorticity shed from the blade tip, which 

resides in the free shear layer, and (2) vorticity generated at 
the endwall. The uy generated at the endwall is of the same 
sign as that shed from the blade tip, so the inclusion of endwall-
generated vorticity in the clearance vortex circulation measure
ment increases the magnitude of the circulation obtained. The 
figure also indicates that there is more radial spreading of vortic
ity shed at the blade tip than of the vorticity generated at the 
endwall. 

The circulation was calculated using a trailing edge crossflow 
plane contour similar to that shown in Fig. 2. The minimum 
radius segment of the contour was at roughly 50 percent span 
and the location of the maximum radius segment (segment A 
in Fig. 2) was varied between the blade tip and the endwall. 
Figure 5 shows TI{Cxc) calculated around the contour as a 
function of radial placement of the maximum radius segment. 
The trend in measured circulation with maximum radius en
closed by the contour is like that sketched in Fig. 3. 

The circulation shed from the blade tip can be obtained as 
the flux of vorticity for a surface defined such that it intersects 
all vortex lines, leaving the blade tip and only those vortex 
lines. This requirement was satisfied by choosing a surface 5 
percent pitch from the suction surface and extending 96 to 98.5 
percent span. The value of TI(Cxc) obtained with this surface 
was 0.86. This value indicated as the circulation shed from the 
tip in Fig. 5 and is essentially the same as the circulation ob
tained by using a closed contour extending 11.5 percent pitch 
from the blade surfaces at the tip radius. The agreement between 

50 

Fig. 6 iOyl(CJc) near tip in trailing edge crossflow plane for Navier-
Stokes computation 
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Fig. 7 Velocity vectors viewed along stagger in trailing edge crossflow 
plane for Navier-Stokes computation, 50-100 percent span 

the shed circulation calculated 5 percent pitch from the suction 
surface and the blade circulation demonstrates the importance 
of entirely and exclusively enclosing the vorticity shed from 
the blade tip to obtain the blade circulation. 

Because of the influence of the clearance vortex, the loading 
near the blade tip excedes the loading at midspan. Thus, as 
indicated in Fig. 5, the blade circulation at midspan is less than 
the circulation shed from the blade tip. However, for all the 
radial placements of the contour that excluded the endwall, the 
circulation calculated for the clearance vorte'x is less than the 
blade bound circulation at midspan. This is consistent with the 
experimental observation that the measured clearance vortex 
circulation is less than the blade "bound" circulation at mid-
span. 

Estimate of Spread of Shear Layer. Diffusion also affects 
the measured clearance vortex circulation. We can estimate its 
importance by examining the growth of the shear layer. Al
though the shear layer formed by the tip leakage flow is not 
planar and does not have a unique velocity ratio, we can still 
get a rough idea of the vorticity layer thickness as a function 
of streamwise distance by using appropriate averages. 

To obtain a velocity representative of the leakage side of the 
shear layer, the velocity resolved into the primary flow direction 
is area averaged over the clearance. The velocity on the free-
stream side of the shear layer was represented by the velocity 
magnitude area averaged over a surface two clearance heights 
from the endwall. Using these values in the expression for the 
growth of a shear layer (Dimotakis, 1989) we find that a dis
tance of 50 percent chord would be required for the vorticity 
thickness to spread one clearance height (3 percent of chord). 
Thus, the shear layer is likely to be affected by the endwall 
within the blade passage even for this rather large clearance of 
3 percent of chord. 

Contours of wyl(CJc) in the trailing edge crossflow plane 
are shown in Fig. 6 from the Navier-Stokes computation. The 
absence of an irrotational region between the two sources of 
vorticity (blade tip and endwall) means that the shear layer is 
affected by diffusion of vorticity from the endwall and one 
cannot construct a contour that encloses all and only the vortic
ity shed from at the tip. 

Complexity of Tip Region Flow 
Much of the past ambiguity concerning clearance vortex cir

culation appears to stem from oversimplifying the description of 
the flow in the tip region. Before summarizing the conclusions 
concerning the measured clearance vortex circulation, therefore, 
some common misconceptions will be addressed. 

Figure 7 shows velocity vectors viewed normal to the trailing 
edge crossflow plane. Comparing Figs. 6 and 7 reveals that the 

vortex core is not the location of maximum u>7 and that the 
highest vorticity component normal to the crossflow plane re
sides outside the vortex core. Thus, one cannot account for the 
circulation shed from the blade tip by calculating the circulation 
associated only with the vortex core. 

Also, it is inappropriate to attempt to relate the circulation 
around the clearance space to a lift force there. The Kutta-Joukow-
sky theorem relates bound circulation to the force for a two-
dimensional flow. The vorticity shed from the blade is not bound 
vorticity—it is convected with the flow and sustains no load. As 
shown in Fig. 2, this vorticity is present in the region between the 
tip and the endwall. The circulation around contours in a constant 
radius surface between the tip and the endwall (at the radius of 
segment A, say) will generally be nonzero. 

Conclusions 
For most practical cases, the circulation one measures for a 

turbomachine tip clearance vortex varies continuously with radial 
placement of the contour around which the measurement is taken. 
The primary factors contributing to the discrepancy between blade 
bound circulation and measured clearance vortex circulation are 
diffusion of vorticity shed from the blade tip and the proximity of 
the blade tip to the endwall. Diffusion causes shed vorticity to be 
transported toward the endwall. The proximity of the endwall 
prevents one from constructing a contour downstream of the blade 
that encloses all the vorticity shed from the blade tip and only that 
vorticity. Therefore, reducing the clearance tends to reduce the 
measured clearance vortex circulation. 

In measuring the circulation associated with the clearance 
vortex rather than the circulation associated with the relative 
endwall motion, contours are commonly positioned so as to 
exclude the endwall. Therefore, measured clearance vortex cir
culation is typically less than the circulation shed from the blade 
tip. This suggests that vorticity generation at the endwall is not 
a primary factor affecting the measured circulation. 

The clearance vortex should not be regarded as an isolated 
vortex in which all the vorticity is contained within its core. 
Also, there can be a net circulation in a contour lying in a radial 
plane between the blade tip and the endwall, even though there 
is no lift force there. 
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